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1.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be ab]e to: 

• Define the computer and its variol,ls parts

• ExpJain block ilructure of a computer

• Describe the vmious characteristics of computers

• Oi9cus.s the various uses of computers

• fa.plain the various types of computers

• nescribe the vw:-ious. gener11tions of computers

1.1 INTRODUCTION 

Today's world is a world of information. The more you arc informed the more you are 
adapting to the knowledge based g]obal village. The computer is the only medium that 
has brought thi, change �d therefore it has become a �esshy for everyone to know 
about computers. Tm; computer is an-amazing macbine. ln this computer age, most of 
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our day-10-day activities cannot be accomplished without using computers. Sometimes 
knowingly and sometimes wuroowingly we use computCQ;. Whether we have to 
withdrew money from the ATM (Automated Teller Machines, popularly known as 
Any Time Money), publish a llewslctter, drive a motorbike, design a building or even 
a new dress, visiting a grocery ~p for purchasing cookies to tyres for our car - all 
these activities involve computer in one way or lhe other. The main purpose of this 
lesson is to introduce you about computer and its fundamentals. 

1.2 \VHAT DOES COMPUTER STAND FOR? 

In the language of a layman, a computer is a fast calculating device that can pcrfom, 
arithme1ic operations. Althoug)i the co1npu1er was o.riginally inven1ed mainly for 
doing high speed and accurate calculations, however il is not just a calculating device, 
The computer can perform any kind of work involving arithmetic and logical 
operations on data. It gets the <lata through an input device, processes it as per the 
instructions given and produces lhe information as output. We can define a computer 
in the following manner: 

A computer is a fa~t electronic device that processes the input d,lta according to the 
instructions given by the proera,nmer/user and provides the desired information as 
output. 

Table 1.1: Tennlaologlts used Ira Deftlllng a Computer 

Ttrtll Munlng 

Daia A sot ofbui< fticts ll'1d emitie• wbioh ilSelfhas no meanfoi: 
- ·- - - - - -- - -·--- - ·- - -- - - -- - -· .. 
lnfbrmation Data which has aome meaning or value 

lllllruction A. statement given to computer to perfom1 a task j 
lnpUI Data and inatruction·s e,iven to oomp.1ter 

l'rooess Mmpula~on of data I 
OWput Jnfon:rwion obtained after processing of ddta 

i Tenn Mt.ming I 

1.3 BLOCK STRUCTURE OF A COMPUTER 

The diagrem of a generalized architecture of a Computer System is shown in 
Figure LI. Before diSCU&$ing in details of computer architecture, let's define the 
computer system. 

A complete computer installation including the central processing unil, the peripherals 
such as - hard disk drives, flOP'PY disk drives, monitor, prioter, mouse and operating 
system which are designed to work and interact with each other along with the user, is 
called a computer system. 

A computer system bas the folio-will& main components: 

(a) Input/Output Unit 

(b) Central ProOO!sing Unit 

(c) Memory Unit 



ll1µutOt...Cce 

USER 

SecCfldary 
Memo,y 

Fi&Ure t, 1; Fun~tional Diacram or• Generalised Architedun or a Computer System 

1.3.1 lnput/O•tput U oit 

We know that the computer is a machine that processes the input data according to a 
given set of instructions and gives the output. Before a oomputer does processing, it 
must be provided with data and instructions. After processini, the output is displayed 
or printed by the computer. The unit used for getting the data and instructions into the 
computer and displaying or printing output is known as an lnput/Output Unit (l/0 
Unit). 

The Input Unit is used to enter daia and instructions into a computer. There are many 
peripheral devices, which are U5ed as input/output u11its for the computer. The 111ost 
common fonn of input device is known as a terminal: A tenninal has an electronic 
typewriteT like device, called keyboard along with a display screen, called Visual 
Display Unit (VDU) or monitor. Keyboard is the main input device while the monitor 
can be considered both as an input as well as an output device. There are some other 
common input devices like mouse, punched card, tape, joystick, scanner, modem, etc. 
Monitor, printer and plotter are the main peripheral devices used as ou1put units for 
the computer. 

1.3.2 Central Processing Unit 
Central Processing Unit (CPU) is the main component or ubrain" of a computer, 
which perfonns all the pro=sing of input data. Its function is to fetch. examine and 
then execute the in•tructions stored in the main memory of a computer. In 
microcomputers, the Cl'U is huilt on a single chip or Integrated Circuit (IC) and is 
clllled as a Microprocessor. The Cl'U consists of the following distinct parts: 

I. Arithmetic Logic Unit (ALU) · 

2. Control Unit (CU) 

3. Registers 

4. Buses 

5. Clock 

Arillunetic Logic Vtfil 

The arithmetic and logic unit of Cl'U is responsible for all arithmetic operations like 
addition, subtraction, mu!tiplic~tion and division as well as logical operations such as 
less than, equal to and greater than. Actually, all calcul&tions and comparisons are 
performed in 1be arithmetic logic unit. 

s 
Xnow Utt Coac:,u.ier 
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Control Unit 

The control unit is responsibl¢ for controlling the transfer of data and instructions 
among other units of a computer. It is considered as the "Central Nei:vous System" of 
computer, as it manages and coordinates all tlie units of the computer. II obtains the 
instructions from !he memory, interprets them and directs the opc,ation of the 
computer. It also performs the physical data transfer between memory and the 
peripheral device. 

Registers 

Registers a~ small high-speed circuits (memory locations), which are used IO stX>rc 
data, instructions and memory addresses (memory location numbers), when ALU 
(Arithmetic Logic Unit) perfonns arithmetic and logical operations. Registers can 
store one word of data (I word= 2 bytes & I byte~ 8 bits) until it is overwritten by 
another word. Depending on the processor's C!lpability, the number and type of 
registers vary from one CPU to another. Registers can be divided into six categories 
viz., GenC'l'al Purp0$e Registers, Pointer Registers, Segment Rei;isters, Index 
Registers, Flagi; Rcgiater and Instruction Pointer Register, depending upon their 
functions. The detailed functions of each and eveyy regi~ter are beyond the scope of 
this book. 

Bases 

Dal.a is stored as a unit of eight bits (HIT stands for Binary Digit i.e., 0 or 1) in a 
registec-. Each bit i& transferred from one register to another by means of a ,cparatc 
wire. This group of eight wires, which is used as a common way to transfer dala 
between registeu, is known as a bus. In general renns, bus is a connection between 
two components to tnwsmit signal between them. Bus can be of three major cypes, viz. 
Data Bus, Control Bus and Address Bus. The dab bus is used to move data, address 
bus to move address or memory location and control bus to send cootrol signals to 
var.loll$ com{IOflent3 of a computer. 

Clock 

Clock is another important component of CPU, which measures and allocates a fixed 
time slot for proceJsing each and every micro-opemtioD ( smallest functional 
operatioo.). In simple terms, CPU is allocated one or more clock cycles to complete a 
mk.'TO,cperation. CPU executes lhe instructions in synchronization with the clock 
pulse. . 

The clock speed of CPU is measured in tenns of Mega Hert~ (MHz) or Millions of 
Cycles per second. The clock speed of CPU varies from one model to another in the 
range 4. i7 MHz (in 8088 pmcCisor) to 266 MHz (in Pentium II). CPt; speed is also 
specified in tenns of Millions of Inso:uctions Per Second (MIPS) or Million of 
Floating Point Operatiooa Per Second (MFLOf'S). 

1.3.3 Memory Unit 

Memory Unit is that component of a computer system, which is used fo store data, 
instructions and inrormation before, during and after the processing by Al..tJ. Jt is 
ac1ually a work area (physically a collection of intei;rated circuits) within the 
oomputer, where the CPU stores the data and instructions. It is also koown as a 
Main/Primary/lntetnal Memory. Jt is of the following three lypes: 

(a) Read Ooly Memory (ROM pronounced as "Ra-om") 



(b) Random Acc~s Memory (RAM pronounced as "R-aem") 

(c) Complementary Metal Oxide Semiconductor Memory {CMOS) 

Rend Only Memory 

Read Only Memory is an es:iential component of the memory unit. We know that the 
computer, being a 111achine, itself has no intelligence or memory and requires 
instructions; which are given by man. Whenever the computer is switched on, it 
se,irches for the required instructions. The memory, which has these essential 
instructions, is known as Read Only Memory (ROM). This memory is permanent and 
is not erased when the system is switched off. As appears with its name, ii is read type 
of memory i.e., it can be read only and not be written by user/programmer. The 
memory C4pacity of ROM varies from 64 KB to 256 KB (1 Kilobyte= 1024 bytes} 
depending on the model of computer. 

ROM contains a number of programs (set of instructions). The most itllporu.nt 
program of ROM is the Basic Input Output System (BIOS, pronoun=:! as "bye--os"), 
which activates the hardware (physical components of computer) such as keyboard, 
monito•, floppy disk:, etc. in communicaling with the system and application software 
(set of instructions or programs). 

Types of ROM 

There are many types of ROM available for microcoaiputcrs like Mask ROM, PROM, 
EPROM, EEPROM and EAPROM. 

• MflSk ROM: Mask ROM is the basic ROM chip. In this type of ROM, the 
information is stored at the time of its manufacturing. So, it cannot be altered or 
erased later on. 

• PROM: PROM SUlllds for Programmable Read Only Memory. In this type of 
ROM, the infonnation is stored by programmers after its lna.nufucturing. It also 
cannot be altered or erased later on. 

• EPROM: EPROM stands for Erasable Programmable Read Only Memory. It is 
similar to PROM, but its infonnation can be erased later on by ultra violet light 
and it can be reprogrammed. 

• EEPROM: EEPROM stands for Electrically Erasable Propmmable Read Only 
Merno.ry. It is situilar to EPROM, but its infonnation can be erllSed by 'tlSing a. 
high voltage current. 

• EAPROM: EAPROM stands for Electrically Alterable Read Only Memory. As 
compared to EPROM alld EEPROM, the infom1ation stored in EAPROM can be 
altered later. 

Random Access Memory 

Random Access Memory (RAM) is another important component of the Memory 
Unit. It is used to stor<: data and instructions during the execution of programs. 
Contrary to ROM, RAM is temporary and is erased when the computer is switchild 
off. RAM is a read/write type of memory, and thu.~ can be read and written by the 
user/programmer. As it is possible to randomly use any location of this memory, 
therefore, this memory is known as random access memory. The memory capacity of 
RAM varies from 640 KB to several megabytes (I Megabyte~ 1024 KB) with 
different models of PC. 

7 
Know the Computer 
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Type,t of RAM 

There are two types of RAM used in PCs - Dynamic and Static RAM. 

• Dynamic RAM (DRAM): The information stored in Dynamic RAM has to be 
refreshed after CV<lry few milliseconds, otherwise it is erased. DRAM has higher 
storage capacity and is cheaper than Stacie RAM. 

• Static RAM (SRAM): The infomiation stored in Static RAM need not be 
refreshed, but it remains stable as long as power supply is provided. SRAM is 
costlier but has higher speed than DRAM. 

Complementary Metal Oxide Selfticonduetor Memory 

Complementary Metal Oxide Semiconductor (CMOS} memory is used to store the 
system configuration, date, time and other important data. When the computer is 
switched on, BIOS matches the infomiation of CMOS with the peripheral devices and 
displays error in case of mismatching. 

1.4 CHARACTERISTICS OF COMPUTERS 

Computers play a vital role for processing of data in an organization. Computers help 
in processing volumes of data efficiently and acCUJately within a short time. A 
computer ha.~ the following cban1cteristics, which makes it so important for an 
organization: 

• F11$t: A computer is so fast that it can petfonn the given task (arithmetical or 
logical) in few seconds a.s compared 10 man who can spend many months for 
do.irig the same task. A. computer can process millions of instructions per second. 

• A.ccurat4: While doing calculations, a computer is more accun11e than at man. Man 
can tnake mistakes in calculations but a computer does not, if it is pro11idtld with 
accurate instructions. 

• High Memory: A computer has much more memory or storage capacity than 
hwnar, beings. It can store millions of data and instructions, which can be 
retrieved and recalled even after a number of years. This is not possible in case of 
human brain. 

• DIiigence: A compute£ does not suffer from the human traits of tiredness and 
boredom. Man will be ti,red and bored while doing millions of calculations but 
computer, being a machine, does this job very efficiently and without any 
tiredoess and boredom. 

• No lntellig4,rce: A compuiu is a machine and obviously ha.s no intelligence of its 
own. Each and every iostruction must be given to the computer for doing a t.sk. 
Man ha.~ i11tellige1tce and it is the man who invented computer and gives it all the 
instructions and logic lo work. The main drawback of computer is that it cannot 
take decisions on its owo. 

1.S STRENGTHS OF COMPUTERS 

• Computer can be interesting a11d fun. 

• It caters for individual learning. 

• It is interactive, 

• It takes a discovery-bl!M:d approatch. 



1,6 LIMITATIONS OF COMPUTERS 
Limitations of internal computer packages are as follows: 

• Many people have limited access 

• Systems breakdowns 

• It can be expensive to develop CD-ROMs 

• Hardware is expensive 

Computer cannot take over all activities simply because they are less flexible than 
hwnans. 

NoIQ 

• A computer is a machine that has no intelligence to perfoml any task. 

• Each instruction has to be given to computer. 

• A computer cannot take any decision on its own. 

Dependency 

• It functions as per a user's instruction, so it is fully dependent on human beings. 

Enviro111nent 

• Tlte operating environment of computer should be dust free and suitable. 

N0Fuli11g 

• Computers have no feelings or emotions. 

• It cannot make judgments based on feeling, taste, experience and knowledge 
unlike a human being. 

• They have to be told what to do. 

• They cannot perfo.rm anything outside the defined scope.. 

• If any unexpected situation arises, coml)11ter will either produce erroneous n?$ult 
or discard the task altogether. 

1.7 FUNDAMENTAL USES OF COMPUTERS 
During the last four decade$, computers have revolutionized almost all disciplines of 
our life. Computer:s have made _possible many scientific, indu.strial and commercial 
4ldvances that would have been impossible otheiwise. Computers a.re being W!ed in 
many arells of application viz. business, indwitrY, scientific re-search, defence, space, 
communications, medicine, education, etc. The utilization of computers in different 
fields is summarized in Table I .2. 

I Appllcatfo• An• 

I Scientific Kesearch 

I Industry 

I 

Table 1.2: Role or Computers in V.ariou Fields 

U,e of Comp10len 

Uscd LO """Ive complex sciomi!ic problems &tant&>ly in a v,:ry shon · 

~~~ --------- ' 
Used in bllllks, &i,;porls, sh~ -•II, hotels, ••port holtles, Govt. offices 
and others for computeriziu& busi .... applications like MfS, Payroll, 
Inventory. Financi•I AcCO<ln~ng. etc. 

Used in electricity, slecl, paper, prilllil'lg, engme<riog & other industri.s 
for prodlltliOII, illVCJJIO,:y coottol & rclatewd ll!'Plicalioos. 

Coiud ... 

9 
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Dcfcn,c Used i• war pla,..._ ships, m(lai,: and 1t1Qny ad•lll>CCG weapoM. 

Spaet; v~n1 to design oompu1c-rt.7.(;(f :,pace sate:11itc.,, rockcts and related 
tecl>nology. . 
Used to con.puk:rize gco;raphi<>lly ,epamed offices tbrougJ, net..,orking. f--------+-----'----=~ 

Tcl«onununication I ~::_, in ISDN, E-m~il, !nlfflle(, Intranet, VSAT, Vid,:oconferencing, 
~g, Cellular phones, e1e. ~ 

Mi:dicinc I Used JR hosp,tals and numng home~·c1tJ1Jc.~ for ,ruitnUong m<.:.d1cal 
r«or<k. pr;;:.u:ription '"ritins. diagnostic; Rpplications and comput<:rizcd 

_J .canning (CAT Scanning). 
. ---- --·-·-· 

1 education Used in devel<>J)menl of CBT (Comput<r Based Teachin3)iC AT I 
I ' (Compute, Aidc<I Teaching) progr.,crun.,; fo, education. 

law& Order tiHed to record dahl: of 'Vehicles,.. crirt\in.l.l~. linger pri.nrs, etc. --------·-,. I- - -·- - -·- - ---- - - - ---·-·-·--·--
libl'8ries U,ed to de.,lop J.ib,~cy Managomcnt Sy,toms. 

Publishors Uoed for Desk Top Publi,l,ing (DTP) for dcsi1111ing & printing of books 

Engineering US<d for CAD (Cosnp,,w l\ided Oe,igningYt:I\M (Computer l\i 
Manuftcrurillg) by eni;ineetillg compa.nios. f m<rllinll: Tc,eh!ll)Jo11u:. Used in A,:tificial lnt.llii,;once (Expert Sy,iems, Robolics, tic.) and V' 
Rcolil)'. -

ut1Jol I 
_J 

1.8 DEVELOPMENT OF COMPUTERS 

The earliest known device for calculation is Abacus. With 10 beads strung into the 
wires attached to a frame, the Abacus used to per!o.nn simple calculations. ln 1642, 
Blaise Pascal developed the first basic calculator which would do only limited jobs. 1n 
I 690 Leibnitz developed a machine that could perfom1 addition, subtraction, 
multiplication, division and calcula\e square roots. However, the insiructions were 
hardcodcd iflto the machine and could not be changed once written. 

7 
➔ ➔• ➔-➔ 
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Flglll'e 1,1: Ph1ses In Devdopment of Comp11~n 

Charles Babbage in 1822 designed and built a model called difference engine. His 
invention could perform calculatio11s without hwnan ioter\/ention. After that, in I S33, 
Babbage designed a machine called analytic engine. Technology of the aaalytic 
engine provided base for \he development of modem compulerS. The analytic engine 
had an arithmetic uoit to perform calculations, and mechanism to store result~ and 
instructions. Because of such contributions Babbage is known as the father of th¢ 
1nodem day computers.. During late 1940s, Jon Von Neumann found a way to enc0<1¢ 
il\~tructions in th.e language. He was the force behind the development of the first 
stored-pro3r.arR computer. 



!4508.C. 

Abacus-Ona 

' 
Napier's Bone, 

Alilllromtter- Olarle1 JCavier Thomas- Fra"ct 

ir.indl tald Machllle - Dr. Henann H.U.rllh-USA 

Flgu« 1.3: J>jrcoverle, of Compaters Machines 

In 1946, J. Presper Eckert and John W. Mauchly invented giaot ENIAC machine at the 
University of Pea.osylvania. ENlAC (Electrical Num<7ical bitegrator and Calculator) 
was the first machine to use large number of vacuum rubes. The machinezy requiroo a 
big space and lot of energy to keep it ~I. Further, it had punched-card input and 
output. 

1.9 TYPES OF COMPUTERS 
The classificHtion of computeis is based on the following fout criterill: 

(e) Acoording to Purpo.,c 

(b) Acoo,ding to Technology Used 

II 
Km)w Ii>< CoiDP"lar 
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(c) According to Size Md Storage Capacity 

(d) According to HistoriC3l Advancement 

Based on these c1iteria, the cla••ification of computers is illustrated in figure 1.4 and 
di•cussed below: 

According to Purpose 

According to the utilization of computer for different uses, computers ore of the 
following two types: 

J. General Purpose Computers; Computers that follow insb:uctioos for genera! 
requirements such as sales analysis, financial accounting, iovoicing, inventory, 
management infotm11tion, etc., are called General Puq,ose Computers. Almost all 
computers used in offices for commercial, educatiooal and other applications are 
general pll.lJ)ose computers. 

2. Special Pu,,,_ Compuu:n: Computt:rs that are designed from scratch to 
perform special tasks like scientific appliC3titms and research, weather 
foreca.~ting, space applicatioos, medical diagnostics, etc., are called Special 
Purpose Computus, 

AC£Ordlng to Tec/utowgy U1d 

According to the technology used, coroputen arc of the following three types: 

I. Analog Computers: Analog computers are spedlll purpose computers that 
represent and store data in continuously varying physical quantities such. as 
cuaent, voltage or frequency. These computers are programmed for measuring 
physical quantities Ii.Ice pressure, temperature, speed, etc., and to perform 
co111putations on tbe.~e measuremc.nts. Analog computers a,e mainly used for 
scientific alld engineeri:og applications. Some of tbe examples of analog 
computers are given below: 
(a) Thermameter: It ii a simple analog computer used to measure temperature. In 

thermometer, the mercury moves up 01 down a.~ the temperature varies, 

(b) SpeedomeJer: Car's speedometer is aoother example of analog computer 
where tbe pm.ition of the needle on dial represents the speed of the car. 

Oa.lficaUon of Computers 
&tedon 

T tctinoloiir I.bed 

Olglsl 
~ 

5'f:,er 
ColflplJ:ers 

Fipre 1,4: Cl8$Slftcarto11 of Cemputen Based 011 Oiffenmt Criteria 
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2. J>igital Computeri: Digital computers are mainly general purpose computers that 

represent and store data in discrete quantities or numbers. In lhese computers, all 
processing is done in terms of numeric representation (Binary Digils) of data and 
inforrnalion. Although the user enters dala in decimal or character fonn, it is 
converted into binary digits (O'~ and 1 's). 

3. Hybrid Computer.<: Hybrid computers incorporate the tedu1ology of both analog 
and digital computers. These computers store and process analog sigoals which 
have heen converted inlo discrete numbers u~ing analog-to-digital conveners. 
They can also convert the digital numbers inlo analog signals or physical 
properties using digiW-to-analog converters. Hybrid compulers arc mainly used in 
artificial intelligence (robotics) and compu!Mr aided lll!lnufa<,-turing (e.g. process 
control). 

According to Siu and Storage Capacity 

According to the size and memoryi1torage caP3Gity, computeu are of die fullowing 
fow types: 

I. Supercomputer: Supercomputer is the biggest 1111d fastest computer, which is 
mainly designed for complex scientific applica.tk,ns. It has many CPUs (Central 
l'toce:ssing Unit9 main pl\J.'I of 1t computer), which operate in parallel to make it as 
a fastest computer. It is typically used for following applications: 

(a) Weather Tnform.ation 

(b) Petroleum Exploration and Prudu"1ion 

( c) Energy Management 

(d) Defence 

( e) Nuclear Energy Research 

(f) Strnctural Allalysis 

(g) Electronic Design 

(h) Real-time Animation 

(i) Medicine 

Some of the examples of supercomputers ace CRA Y3, CRA Y-XMP-14, NEC-
500, PARAM 9000 and PARAM 10000. 

2. Mainfrume Comp11ttr: Mainframe computers an: YefY hirge and fa,<t computers 
but smaller and slower than supercomputers. They arc used in a· centrali7.ed 
location where many terminals (inputlou1p11t devices) are connected with one CPU 
and thus, allow different users to ware the single Cl'U. They have a very high 
memory (several hundred Megabytes) and can support thousands of users. They 
are mainly used for following applications: 

(H) Railway aod Airline Rcservali-Ons 

(b) Banking Applications 

(c) Corwnercial wlicatiO!JB oflargc industries/companie~ 

Some of the examples of mainframe computers arc IBM 3090, IBM 43!!1, IBM 
4300 and IHM ES-9000. 
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3. Mi11icollfp11.teN1: Mirucooiputm are medium-scale, smaller and generaUy slower 
than mainframe computers. Like niainframcs, they have many terminals, which 
are connected with one CPU and can support many users. The tost of a 
minicomputer is less as comp,u-ed to mainframe. Therefore, it is mainly used in 
.opplications where processing can be distributed among several minicomputers 
rather than usi11g a mainframe computer. 

Some of the examples of minicomputers are PDP-I. DEC Micro VAX and IBM 
AS/400. IBM AS/400, which is actually a rnidioomputer (cornpuier wiili 
pertormance between a mainframe and minicomputer) is becoming very popular 
among minicomputers. 

4. Micrac()mputen: A microcomputer is the smallest digital computer, which uses a 
microprocessor ai; its CPU. Microprocessor is a single chip (integrated circuit) 
CPU. Micmcompuk:r is popularly called as Personal Computer (PC). It can be 
u:;od bol.lt as a stand-alone machine and a terminal in a multi-user environment. 
Microcomputers are becoming very popular n·ow-a-days due to very high 
processing power and memory. Today, a powerful microcomputer may be used as 
a substitute for mini or mainframe computer. 

Microcomputers are either of desktop or portable model. Portable computers can 
be carried from one place to another. Some of the models are called as laptops 
while others as 11otebool computers. NotebooJ,; computers are smaller, lighter and 
costlier than laptops. Deskiop computers fit on a desktop and are usecl' widely in 
offices and homes. The pictures of some of the desktop and portable computers 
are shown in Figure 1.5. 

There are many types and models of perronal computers, which are ~ummarized 
in Table 1.3. 

Cl'tJ 
Mod<I 

KOMM 

8086 

~ 

Ficure l.S: Some Desktop au.d Porub.le Coi,iputen 

Table 1.3: Different Types ofMicroco11Jp11te" along with 
the 'teebQJ~al Spetlfk'atlons of Cl'U 

Clod; Data 
: 

.R-iJ•ler(BIT) 1~ C•01me<1ts Mtmary 

(r,tH:t) Bua I (KAM} 

~ 8 16 IMO Fi,st M bit microprocessor 
(Original PC} 

s 16 16 1MB Finl l6 hie CPU on• ehip 
{PCIXT)* 

20 16 Hi 16 S time• fa>ter !Mn PC/XT 
MIi (PCIAT)• 

I 
I 
I 
' 

Contd ... 

I 



80386SX 33 16 I n I 16 80386 with on 80286 bus 

' MB 

80386DX 40 32 32 4GB True 32 bit CPU on a chip 

80486SX 40 )2 )2 4GB M•lh ~n-processor dis.bled 
. 

80486DX2 66 }2 32 4GB More '!""'<I with ·Math co-
processor enabled 

80486DX4 100 32 32 4GB Mo"' spc:<d Ilion 4$6 DX2 

Pcntiwn 200 64 32 4GB S..pena,pe arcbit<>cture able ' 
Pro (PS) to execute 2 imlructions 

simwtane011$ly 

Pe~tillm II 266 64 32 64GB Fastulh"1l.Pcotium Pm 
(Po) 

-
•XT ,wids f.o, E:.1endcd Tcdmolo~ mc1 AT for Adv.....S Tec:hnoloS)' 

1.10 GENERATIONS OF COMPUTERS . 

The computer evolved as a result of man's search for a fast and accurate calculating 
device. Abacus was the first manual calculating device, which was iovented in Asia 
many centuries ago. In 1617, John Napier, a Scotti3h mathematician invented a 
mechanical calculator called the 'Napier's bones'. The.reafter, many kinds of 
computers have been designed and built during the evolution of the modem digital 
compucer. In order to provide a framework for the growth of computer industry, the 
computer era has been referr~ in terms of generations. Computers are classified into 
following six types based on their historical advancement and electronic co111ponents 
used: 

I. Zeroth Generation Compul,n: The :zeroth generation of computers ( 1642-1946) . 
was mam:d by the invention of mainly mechanical comput~ Pascaline was the 
first mechanical device, invented by Blaise Pascal, a French mathemaiician in 
1642. In 1822, Charles Babbage, an English mathematician, designed a machine 
called 'Difference Engine' to compute tables of numbers f« naval navigation. 
Later on, in the year 1834, Babbage attempted to build a digital computer, called 
Analytical Engine. The analytical engine had all the parts of a modem computer 
i.e., it had.four components - the store (niemozy unit), Ute mill (computation unit), 
the punched card reader (input unit) and the punched/printed output ( output unit). 
As all basic parts of modern computers were lhought out by Charles Babbage, he 
fa known as Falher of Computers. In later year.;,.Herman Hollerith invented a 
machine for doing counting for l 880 US census, which was called the Tabulating 
Machine. In 1944, Howard A. Eiken invented flI$t American genet1U-purpose 
electro-mechanical computer, called Mark I and later on its successor, Mark II. 
The :zeroth generation of computexs or lhe era of mechanical computers ended in 
1946, when vacuum tubes were inventttl. 

2, Finl Generalit»r ComJMters: The first generation of (:()mputers ( 1946--1954) was 
marked by lhe use of vacuum tubes or valves as their basic electronic component. 
Although these computers were faster than earlier mechanical devices, they had 
many digadvantages. First of all, they were very luge in size. They consumed too 
much power and generated too much beat, when used for even !lhort duration of 
time. They were very UID'Cliable and broke down frequently. They required regular 
maintenance and their components had also to be assembled manually. The first 
gen«ation of computers became out-dated, when in I 9S4, the Phil(:() Co,poration 
developed transistors that can be used in place of vacuum tubc:5. 
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Examples: 

❖ ENIAC (Electronic Numerical Integrator and Calculator) - 1946 

Jt was the first electronic computer using vacuum tubes. 

❖ EOSAC {Electronic Delay Storage Automatic Calculator)- 1949 

It was th: first stored-program computer. 

+ EDY AC (Elwtroftic Discrete Variable.Automatic Computer) - 1951 

It was successor of BDSAC. 

❖ IAS machine (Princeton's Institute of Advanced Studies) - 1952 

Jt wag a new version of the EDVAC, built by von Newnani1. 

The basic design of IAS machine is now known as von Neumann machine, which had 
five basic parts - the memory, the arithmetic logic unit, the prog,:am control unit, the 
input and output 1.1.11it as sholllll in Figure 1.6. 

I Memory Unit I Input Unit 

T l i 1 
. Ari1nmetic Logic 

~ I Output Unit I Con1rol Unit 
. Unit I. 

(; Accumulator 

I I . 

Figure I.IS: The Original von Neumann M•chine 

3. Serond Generation Comp11Utrs: The second generation of computers (1954-64) 
was marked bY the use of transistors ir, place of vaccum tubes. Transistors had a 
number of advantages over the vacuum tubes. As transistors were made from 
pie(!es of silicon, so they were more compact than vacuum tubes. The second
generation computers, therefore, were sroallec in size and less heat generated than 
first generation computers. Although Uley were slightly faster and more reliable 
than earlier oomputm, they also had many dlsadv.antagea. They had limited 
sto111ge capecity, consumed more power and were also relatively slow in 
petfom:lailCe. Like first gewmition computers, they also required regular 
maintenance 811d their oomponents had a.lso to be assembled manually. Manual 
assembly of componer,ts was very expeiisive 811d later many attempts were made 
to reduce ~uch manual assembly. It was in 1964, when it was discovered that a 
number of tl'llmistors could be sealed up into a ti.Dy paclcage. called an Integrated. 
Circuit (IC) or a Chip. Second generation computers became out-dated after lhe 
invention of ICs. 

Eu#lpln: 

❖ PDP-I, developed by DEC was the first minicomputer. 

❖ NCR 304 (National Casb R.egu;ter) was first a!l-tnu1,;istorized computer. 



4. Thin/ Generation Comp1dt11"': The third generation of computers ( 1964-1980) 
was marked by use oflntegraled Circuits (ICs) in place oftmosistors. As hundreds 
of transistors could be put on a single small circuit, so ICs were more compact 
than transisto.rs. The third generation computer$, therefore, removed many 
drawbacks of second-generation compute.rs. The third generation computers were 
even smaller in size; very less heat generated and required very less power as 
rompared to earlier two generation of compu1ers. These computers required Jess 
human labour at the assembly slllge. Although, third generation computers were 
also still faster and even more reliable, they also had few disadvantages. They still 
had less storage capacily, relatively slower perfonnance and thus could not fulfill 
the requirements of the users and programmers. The third generation computers 
became out-dated, when it was found in around 1978, that thousands of I Cs could 
be integrated onto a single chip, called LSl (Large Scale Integration). 

Exml,ples: 

❖ lBM 360, developed by IBM in 1964 was the first product line designed as a 
family. 

<t PDP-8, developed by DEC in 1965 wa& the first mass-market minicomputer. 

♦ PDP-11, developed by DEC in 1970 was !he first highly successful 
minico~uter. 

♦ CRAY-1, developed by Cray in 1974 was the first supercomputer. 

♦ VAX, developed by DEC i~ 1978 was the first supermini oomputer. 

5. Fo11nh Gti11eNtio11 Co,np~: The fourth genCJ'lltion of oomputers (1978-till 
date) was mm.ed by use of Large Scale Integrated (LSI) circuits in place of ICs. 
As thousands o€ JCs could he put onto a single circuit, so LSI circuits are still 
more compact than !Cs. In 1978, it was found that millions of components could 
be packed onto a single circuit, known as Very Lar~ Scale Integration (VLSJ). 
VLSJ is the latest technology of computer, that led to the development of the 
popular Personal Computers (PC11), al110 called as Microcomputers. All present 
day computers are fourth generation of compulels. These computers are very 
powerful having a high memory and a fast processing speed. Toc:fa.y's PCs are even 
more powerful than mainframe computers. Although fourth generation computers 
offer too many advantages to users, still they have one iruun disadV'&Jltage. The 
major drawback of these oomputers is that !hey have no intelligence on their own. 
Scientists are now trying to remove this drawback by 1naking computer,, which 
would have artificial iotelligeooe. 

ExAMpks: 

❖ IBM PC, developed in 1981 was the first indually standard personal computer, 
having Intel 8088 memory chip. 

+ IBM PC/ AT, developed in 1982 was the first -1vanced t.ecboology PC, having 
Intel 80286 memory chip. 

❖ 386, developed in 1985, had Intel 80386 mem<>ry chip. 

❖ CR.AY-2, developed in 1985, was the fourth generlllion supercomputer. 

❖ 486, develope4 in l 989, bad Intel 80486 memory thip. 

❖ Peotiwn, developed in 1995, has pentium (80586) memory chip. 

6. Fiftlt Gen1rt11ion Co,,,,,11ters: The fifth genention computers (Tomrurow's 
computers) are still under research and development stage. These computers 
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would on a single IC. The most important feature of fifth generation computers is 
that they will use fote!ligent software. This software will enable !he user to tell 
computet 'What to do' and not 'How to do' by using intelligent programming and 
knowledge-based problem solving techniques. So, the programmers or users 
would not require giving each and every instruction to the computer for solvipg a 
problem. These computers will also have user iPterface ill form of speech in 
Mtural languages.have 31'1:ificial intelligence. They will use USLI (Ultra Large 
Scale Integration) chips in place of VLSI chips. One USLI chip contain.~ millions 
of component<; 

Exa1t1ple: 

❖ Yet to develop, hut ROBOTS have few featur~ of fifth ·genecation computers 

The comparative features of various generations of computers are shown in Table 1.4. 

Table 1,4: Comparative Features <>fVariou& Geoeratioos of Computers 

Crikria FintGen. S.C..ndGea. Tblri!Gen. F~urth Gen. ) Fifth Geo. 
Comouttn Comnutus co..,011ttQ .Comn:uters Comnuter:, 

Baaic ti1ee1ron.ic Vacuum Tubes Tnu1sistors lntegraled Very uirse I Vl!raLarge 
Compoi:,e.nt or Valves Jntegration Circui~ (IC~) Scele I s ... 1e 

(VLSI) Intexrn•ion 
,msn I 

S.,.ed Slo~si 
I 

Slow Medium fa,jcr I Fastest 

Size . .......!.:!!J•!L,_ Lat•• Medium Smallcs1 I Medium ... 
Reliahilitv Unicliable Len Reliable More Reliable Mostiud~~ 

I 
Yet to I 

Availabilitv O\lt-.i..ted Ollt-4oted Out-<laltd Omcnt I _ Yetiobu~ 

Fill in the blanks: 

I. Fear of comp11ters mainly caused by lack of knowledge is known as 

2. ____ are large-sized, powerful mulli-user computers lhat can 
5upport concunent programs. 

3. The four basic opemtioos of a computer are referred to as ___ _ 

4. ____ is the tirsl known calculatillg device. 

5. was the first electronic computer. 

1.11 LET US SUM UP 
• We are breathing in tbe computer age and gnidually computec has hecome a 

nocessity of our life. Now !bait computers have moved in our society so rapidly, 
one oeeds, at leasl the basic computer skills to pw:sue one• s career goals and 
functions effectively and efficiently. 

• Computer is an electronic device for perfom1ing arithmetic and logical operations. 
C".omputer is a prognunmable machine i.e., it depeads on what program a 
computer is using for performing a particular function. There are four basic 
operati011s of computer. They nre Input, Processing, Output and Storage. These 
operations are often refem:d to as IPOS cycle. 



• A computer is a machine wtt h high speed and accuracy. It is verisatile and di] igent.
1l has its own permanent memory md it has no intelJigence of its O\\'U. It works on
the instructions gi veo by the human being.

• The idea of computing is as old as the dvilization itself. From 11bacus � today's
micro-computers, their evo]ution has chamged the way, man Jives and works.
Charles Babbage, for his inventions of Difference Engine and Analytical Engine 1 

is recognized as the father of computer. Dr. Herman Hollerith, started the
company IBM Corp. in 1924, which is world�s leading computer lodustry, even
today.

• The term generation was introduced to distinguish betw(.-cn different computer
hardware technologies. The computers are divided ir.to five generations. The first
generation computers include ENIAC, wht.ch used vacuum tubes, second
generation computers were characterized by the use of solid state devices
(transistors). third generation computers used integrated 1:ircuits1 fourth generation
computers used microprocessors and fifth gener.ation computers use the e-0ncept of
• Artificial l?telligence •.

• Computers can be classified into genera] pm-pose or i.pecial purpose-; anaJog,
digital or hybrid� Super computer, mainframe minicomputer or microcomputer on
the basis of purpose. technology used, size and capadty respectively. Computers
are used in various fields from education to research.

1.12 UNIT END ACTIVITY 

Observe the types of computers m your office/lab/facility and distinguish them tnto 
di-ffereot categories. :such as mainframe compute:i:=1, minicomputerst workstations or 
PCs, etc.

1.13 KEYWORDS 

Co111pvter: An electronic device used for pef"fonning arithmetic and Jogical 
operations. 

Program: A set of instructions given to the computer to perform cenain task 

Hardware: The physical components of the comput.er that can be .seen ·and touched. 

Software: A set of computer programs that enables th� hardware to process data. 

Artificial In.telligence (Al): The study of tho�ght processes of humans and 
representatwn of those processes via machtnes ( computers. robots. etc.). 

Data: Raw facts or elementary description of things, events� activities, and 
transactions, that· are captured, recorded, stored and classified, but not organiz.ed to 
convey any specific meaning. 

lnforn,atwn: A coUection of facts (data) organized in some way so that they are 
meaningful to a recipient.. 

First. generation 01•puter.'f: Computers huilt between 1942 and 1955, which used 
vacuum tubes. Programming was in assembly langwtge. 

Second generlllion CfJtnpuur.,: Computers bui It during the period 19 5 5-1964, which 
used transistors in CPU. magnetic core main memories and high level languages for 
programmmg. 

Third generation computer$: Computers built between 1964-1975, which used 
.integrated circuits in CPU, htg];i speed magnetic core main memories an� powerful 
high level languages for programming. 
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SSI (S-11 Scale ln1egraled Circuit): All electronic circui1 with about 20 transistors 
fabricated on a silicon cliip. 

VLSI (Very Large Scale Integl'llt8d Circuit): An eleClrOnic circuit with about 100,000 
tnmsistors fabricated on a silicon chip. 

LSI (A. Large Sr:ille lntegrttted Circ:Nil): An electronic circuit with about l 0,000 
tlansistors fabricated on a silicon chip. 

FoNrth generalion computers: Computers built between 1975 and 1989. They use 
LS{ circuits, semiconductor memories and powecful high-level languages and 
operating systems. 

Fifth generation complllen: Computers built between I 989 and now. They use laige 
number of.processors wocking COIIClllTently and illdepende.11,1ly. Simpler pcogramming 
languages and knowled&e based system implementatiollli are expected in this 
generation. 

Generfll pNrpose computen: Computers that follow instructions for general 
requirement,;. 

Specuit JHl"JH'U cotttputers: Computers that are designed from scratch 10 perfonn 
special tasks. 

Analog comp111ns: Special purpo,e cocnputers that represent and store data in 
oootinuously varying physical quantities. 

Digital eoll'lputen: GC11Cral purpose computers that rcpresc.nt and store data in 

di~rete quantities or numben;. 

Hyl,rid COIIIPIIU!rs: Compulers that incorporate the technology of both analog and 
digital computers. 

Super eotnpNIN: The biggest and fastest computer designed for complex scientific 
applications. 

Mainframe co.,,,,111er: Very luge and fast computers used in a centralized location to 
allow different us= to share th.e single CPU. 

Microprocessor: A single chip CPU. 

1.14 QUESTIONS FOR DISCUSSION 

I. Define computer and briefly explaiJI its main characteristics. Do you think 
computer is more intelligent than human beings? Discuss. 

2. Which tnajor category of coro.puk!rs is used ill almost all offices and homes? 

3. E:q,law the salient features of analog, digital and hybrid computers. 

4. What is a supercomputer? List the variou~ uses of aupercompUlei:s. 

5. Explain the differences between mainframe computer and mi.nicol'Jlt>uler. 

6. What is a microconiputcr'? Explain the differences among various models of 
microcomputers. 

7. Cla11sify tbe following computers in different categories: 

(a) IBM 3090 (b) IBM AS/400 (c} PDP-I 

(d) CRAY3 (c) IBM ES-9000 (t) DEC Micro VAX 

(g) NCR 304 (b) IBM 360 (i) Pentium 

(i) PARAM 10000 



8. Write a short note on Zeroth Generation ofCompurers,

9. Why did the Fir:st Gencrn.tion Computers fail? Did the Second Generation
Compute rs become success fol? Discuss with ex.ilillples.

I 0. Discuss the differences between Third and Fornth generation of computers. 

I 1. What arc the Fifih Generation Computers? Do you think these computers would 
replace Fourth Generation Computers? D jscuss. 

12. Name the following computers:

(a) F frst Supercomputer

( b) First Supermini Computer

( c) First highJy successful minicomputer

( d) First industry standard personal computer

13, Write the ful] fonn of foHowing abbreviations: 

(a) ENIAC

(b) EDSAC

(c) EDVAC

(d) IBM

(c) IAS

14. Why arc 1B M Compatible PCs more popular than Apple Mac PCs? Discuss,

l 5, Do we need computers? Ell'.plain the variou& uses of computers.

Check Your Progress: Model Answer 

I . Cyberphobia 

2. Mainframe

3. JPOS cycle

4. Abacus

5. ENIAC

Bansal, P. (2023).. Co:mputie1r Fundamentals and Applications. S. Chand Publishf11g.

Gciyalr ,C. (20122l. C.cim,put�r Sci@n��� Th@ory and A:�plicatio1n�. K:;ily:;ini Publis;her�.

Kaur, R.. {2021) .. Basics of Computer Science. Oxfon:H University Press. 

Kumar, R,, & SharrnaJ A, (2019), Fundamental::i of Compruter, Rl'I miesh Book Depot. 
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2.13 _ R ere Suggested Reading:i 

2.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Defi.ne pen.onal computer, Jts. u.':!es and components

• Describe the evolud"On ofpersona! c'Omputer

• Ex�ain the developments of processorg

• Under�tand the archJtecture of Pentium IV

• Discuss the configuration of PC

2.1 INTRODUCTION 

When most people think about computers, they pkture a personal computer or PC. It's 
designed for only one person to use at a time. Most of the computers you and your 
fiiend.':! and family have are probably personal computers. The first general-purpose, 
cost'"{':ffective per.mo.al e-ompµkr created by IBM was called the iBM PC or means 
••personal computer". It is a microprocessor tecbnoiogy that has been any ililaU.



relatively inexpensive computer designed to be used by one person, at home or in an 23 
office. It is often simply called a Personal Computer (PC). The example of Personal lnuoduc,ion'" Per.<CMI Coinpu,cr 

Computer or PC is microcomputer, desktop computoc, laptop computer and tablet. 

2.2 MEANING OF PERSONAL COMPUTER 

A personal computer is a computer small and low cost, which is intended for personal 
use ( or for use by a small group of individuals). The temi ~personal computer" is used 
to describe desktop computers (desktops}. It is often shortened to the acronym PC or 
microcomputer, whose meaning in English is '').lersoruil. computer". It is a very 
common type of machines. 

In its more general usage, a personal computer (PC) is .a microcomputer designed for 
use by one person at a time. Prior to lhe PC, computers were designed for (and only 
affordable by) companies who attached tenninals for multiple users to a single large 
computer whose resources were shared among all users. The advent of the era of the 
pcr.;onal computer was acknowledged by Time maga.zine in 1982, when they broke 
with tradition by choosing the PC a.~ their "Mao of the Year." By tbe late 1980s, 
technology advance$ made it fua$ible to build a ~mall computer that an individual 
could own and use. · · 

Personal Computer {acronym PC} consists of a central processing unit (CPU) contains 
tbe arithmetic, logic and control circuitty on an single (IC) .integrated circuit; two 
types of memory, main memory, such as RAM, and ROM, magnetic bard disks 
(HOO) and compact discs and various input/output devkes. including a display 
screen, keyboard and mouse, modem and printer. 

The term "PC" has been traditionally u$ed to describe an "IBM-compa1iNe" personal 
computer in contradistinction to an Apple Macintosh computer. The distinction is both 
technical and cultural and harkens back to the early years of personal computers, when 
IBM and Apple were the two major competitors. Originally, the "IBM-complltihle'' 
PC was one with an Intel microprocessor :u:chitccnirc and an operating system such as 
DOS or Windows that written to use that microprocessor. The Apple Macintosh uses 
Motorola microprocessor architecture and a proprietary operating sy.<tem. The "IBM
compatible~ PC was associated with business and use, while the "M11e;' known for its 
more intuitive user interface, was associ~ted with graphic design and desktop 
p11blishing. Although the distinctions have become less clear-i:Ut in recent yeftl's, 
people often still caregori.ze a personal computer as either a PC or a Mac. · 

2.3 USES OF PERSONAL COMPUTER 
The perSOlllll computer was first introduced by IBM - lntemJitional Business 
Machines - in 1981, according to the Computer Hisrocy Museum. Since that time, the 
use of personal computers in business has spread pe,-va$ively. In 201l, almost every 
e,nployee has a penonal computer on their desk. Business professionals use 
computers for many functions, such as creating letters, calculating numbers or 
perfonning research on the Internet. Persoo~I computen can also be used for many 
functions and applications for business. 

• Sending Emails: Emails arc one of tht most pe,vasive ways to communicate in 
the business world. Business profe$Sionals from executives to marlceting llllalysts 
me personal computers for sending emails. Secretaries use company emails to 
apprise ouier managers and employees of meeti11gs or special functions. Managers 
often use email to attach and dissemin~te important documents, such as reports 
and memos. Additionally, emails can be used externally to inform customer,; 
about new prodUCls or services. Advertising prof~ionals often send emails out ta 
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thousands of businesses at the click of a button to genefate leads and ploduct 
Ofdcrs. 

• Cre11ting Docume110: Business professionals frequently I.I,;(; personal computers 
to creaie documents, such as memos. feports, business fonns, shipping invoices 
and ofder forms. M&l'kcting research managers use pmooal computers to write 
questionnaires. Thei.e que.stioJlllllires can I.hen be printed in mass quantities for 
con.ducting customer services. Secretaries sometimes use pcts0nal computers to 
print shipping labels for mailing packages. Advertising copywriters use publishing 
software to produce brochures or fliers on personal comp11tcrs. A company can 
abo usc pensonal computens to design advertisements or create newsletters. 

• Crl!.flting Sp,e,ulslteets: Busioess {)rofessionals use pe!'lloual computers to create 
spreadsheets. For example, a finance manager may create a personal computer 
spreadsheet to keep trllek of his company's budget. A spreadsheet is a :,;oftware 
application that is divided into many different colwnns and rows. Each individual 
section of a spreadsheet ls called a cell. The finance manager may coter 
departmc.nt names in the rows and types of expelllles various departments incur 
across columns of the spreadsheet. Personal computer spreadsheets are extremely 
useful for making calculations, as business professionals can create formulas for 
spe<:ific cells. S111noque4!.tly, totals will automatically be calculated each time a 
manager enren; additional numbers IO the spreadsheet. 

• Cretttittg Dllt"b<ues: Complll1ies use personal computers to create databases, 
which arc massive lists of names or numbers. The most important oonsideration 
wheo creating a database is deciding what data will he used, according to Inc. 
maguine. Marketing managers may use personal computer databases to keep 
track of customers wbo order products. For example, the marketing manager may 
enter the date a customer ordered a product· and how much they spent. 
Periodically, the markding IXlllflager may send out brochures or coupons to 
customers announcing new products or sales. Entrepreneurs may use a pel'$011al 
computer database to track the results of an advertising campaign. That way the 
advertising manager can detenninc which ads arc profitable. 

2.4 COMPONENTS OF PERSONAL COMPUTER 
A modern PC is both simple and complicated, It is simple in the lJense \hat over the 
yea.rs, many of I.he compononts used to construct a system have become iotegratcd 
with other component.~ into fewer and fewer actual parts. lt is oomplic.11ed in the sense 
that each part in a modem sy!ltem perrorttUl tna11y n1ore functions tha11 did the Slime 
types of parts in older systems. 

This section brietly examines all the components and peripherals in 11 modern PC 
system. Here are the oomponei,ts and peripherals necessuy to assemble a basic 
modem PC system are shown in Table 2.1. 

C..apoHDI 

Mod!erl>oard 

/ Proc....,, 

' I Memory {RAM) 

I 

Table 1.1: Basic PC Campo11ents 

D~liptloD I 
Tho m01bel'bod is the <Ore of die system, It really is the PC; everylhing etse I 
i• <oon«.lod to it, .,,d it <<)l!trols everything in the '>""""· , 
TIie pr0cc=9<()r is often tbol,altt of a.< the "e•sioe" of the compm,,-. I~• also I 
nlled the: CPU (e<nlllll prooo•sing V11it), 

The system IDllDO?Y is oftm ••llcd 'RAM (f<ir rondom ••ce,is roemo,y). This is 
the primacy memory, which !told• all I.ht prufµa111$ and data the """"'9Sor it 
u,ing at a ,ma time. 

C,,ns,L 



I Cowcillls_•_i,_· ----'--The.,-_c_as_e_i.:.s_•_he..,__fr_ai..:n_e_o..:r:.:c.::h.:.as.cs::,is'-t.:.h.cai=hou.,;c=·.:.s=th'-e'-mo='-tberi>oard.===.::p:.:o..:w!..e,=su..:p.cp_1y_,...; disk drives, adapter cords "'1d illlY other physioal componenlS in the sys1em. 1 

Powe, supply ·1he power SUJ>J>I)' is wh61 fce<ls clc:ctrical power to every ,ingle port in Jhe PC. 

Floppy drive The floppy drive is a ,impk, inexpu,,sive, low-capacity, removahle-m«lia, 
magn~ic storage device. 

Hard drive 

CD-ROM/D~ 
ROM 

Keyboard 

Mouse 

Vide<i car<! 

Monitor 

Sound card an<! 

1 
Speake,(,} 

i.fodem 
Trackball 

I 

Toi.:hpad 

T-hscreen 

Magnetic l:nk 
Chasacter 
Recogbition 
(MICR} 

Optical Mark 
Reoognition 
(OMR) 

Bar code reader 

-
S<am>« 

Plottu 

~•csimile(fAX) 

The hord disl< is !he prima,y "1chival storage momory for the fYSlem. 

CD-ROM (compact dise read-only) and l>VO-ROl,f (digital versatile <lisc 
"3d-only} drives are relatively high-<:~ity. removable media and optical 
drives. · 

The keyboard i, the primary <!evict on l PC that is used by • human to 
communicate with and control .l:l N)'~tcm. 

Although many types of pointing devices are on the market today, the fir,! Md 
moil popular devi<:e for illi• pW'l)ooe ia lhe mouse. 

The vi.deo<:ard controJs Uieinfonnation you sec on the monitor. 

Monitor is often usod synonymously wilh ••eornputer sc,een11 or "display.'' 
Monitor i$ an (Mllj)Ut devioe th.ill re6emblC$ tllc teh:vision scr<eo. It may use a 

, Ca1hodc: Ray Tube (CR1) to display infonnation. The monllOr i, associated 
with a keyboard fo, manual input o{ chara<:teo'S aud displays tbc infonnation as 
it is keyed in. It also disploy• the program or ll!)J)liCAlion output. Like the 
tcf.evi:sion. monitor1 ~ .\Uoo available in di!fcnmt sius. 
It onablcs the PC to g,:n=te compkx sOUB<lt. A;, oxpan,ion boa,d that enables 
a computer to manipl.llate and output sourlds. SoUDd cards are neceesary for 
"""'Y all CO-ROMs and have become cooin,.onplace on modem p=onal [ 
ccmputen. Sound ~ enabl• lhe computer to output sound 1llzough speakers 
coru,ected to the board, to record sound input from • IJUCl'Qllhl)I)e coonected to 
lh< compuu,r, and manipulat• sotllld sloced oo a diik. . ; 
M06t p,ebuilt !'Cs sbip with a modem (gener .. Uy an illtemal modem). 

A tnc:kball ~ an ioput d,:viee used lo cotct mJOtion dalll into computers or other 
electronic devices. lt serves the same purpose as a motu:e, but is designed wjil, 
a moveable ball on the IOI), which con be rolled in any <lii:ection. 

A toueb pod is • dtvi.oe lbr J)Oinuns (cOl:l!JOlliag input posilioning) on a 
con,pul<T di"fllay screen. It is an allffllative to the mouse. Originally 
iRoorrmated i~ l•ptop computers, wucb. p,di are also being made for use with 
dt.s.klop oompoo:n. A touch pad worics by~ the..., •• finger movement 
and do'NJ1W8fd pressure. 

It allows the woe,· kl opemelmake selections by simply touching the di-lplay 
,croe,t. A di•play screen that i• sensitive ro the tow:b. of a Onge,- or styltl$. 
Widely used on ATM machines. rotail poiot-of-..k: terminals, car navigation 
sysreni,, medical nJ0111ton and industrial .:onttol panels. 

!'vl!CR can identify character printed with• "l"Ci•I ink that cont.Ii•• p~lll$ 
of magnetic material. Thi~ dt:vicc pa,1ioul&t'ly lin<le tppliealioll.8 in benking 
indullry. 

Optical mark recognition, also called marl< semc reader i, • technology wheze 
an OMR device senses the presODCe or ab.enoe of a onarlc, such as pe,ocil mark. 
OMR i• widoly used in"'""' such as aptitude Int. 

Bar-cude readers are pbolA)electoc scannets that read lhe bar code$ or vertical 
zebra sttipa marks, prim:d on produCI containers. The.<e devices are g-1111ly 
used in super market~ boobbops> etc. 

S..:e.nner i$ an input device that can read text o.:r illm.uation printed on paper and 
=l•te• the infonnation into • fonn lhat the tomplltor can use. A soaoncr 
worb by <ligilizi•g an image. 

PloUc!s .,. used IO ptint g,aphical oulpllt on paper. 11 interprets computer 
oommands and makes Ii.no drawings on peper U$illg multi colored tutomate<I 
pens. II is capable of producing graphs, drawings. cllar1>, maps, etc. 

Facsimile machine, a devi~e chat can send or receive picnires and text over a 
tclcphono line. fax machines work by digitizing 1111 imogc. 
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2.5 EVOLUTION OF THE PERSONAL COMPUTER 
(1975-1984) 

Personal computer bistozy docSll't begin with IBM or Microsoft, although Microsoft 
was an early par1icipant in the fledgling PC industry. 

The fir.I pen-onnl computers, introd11ced in 1975, came as kits: The MITS Altair 8800, 
followed by the IMSAl 8080, an Alla.ir clone. (Yes, cloning has been around that 
long!) Both used the Intel 8080 C'PU. That was also the year Zilog created the Z-80 
processor nnd MOS Technology produced the 6502 . .Bill Gates and Paul Allen wrote a 
BASIC compiler for the Altair and formed Microsoft. 

Figure ?.l: Alt,,it 

Tn 1976, Apple's two Steves (Jobs and WoZlliak) designed the Apple l, Apple's only 
"kit" computer {yc)U had to add a keyboard, power suwly and enclosure to the 
assembled mothc11loard), around the 6502 processor. That was also the year thnt 
Electric -Pencil, the first word processillg program. and Adventure, the fir.t text 
adventure for microcomputers, were released. Shugart introduced the 5.25" floppy 
drive; it would become a key cotnpooent in the personal computing rcvol11tio11. 

The young indusu:y exploded in 1977 as Apple introdu.:ed the Apple II, a color 
computer with expansion slots and floppy drive sll!)port; Radio Shack rolled out the 
TRS-80 to its stores across the Dlltion; Commodore lapped into the pet rock craze with 
its PET; Oigital Research rele3$Cd CP/M, the &-bit operating sy~tem that provided the 
template for MS-OOS; and the first Com.puterumd franchise store (then Computer 
Shack) opcaed. 

Software took center stage in 1978 when Dan Bricklin and Bob Frankston produced 
VisiCAlc, the first electronic $pread!!heet. This turned the pen-onal computer into a 
useful business tool, not just a game machine or replacement for the eleclric 
typewriter. 

.Figure 2.2: Elettro11lc Spreadsbffl 

WordM:nter, soon to become WordStar, was released and went on to dominate the 
word processillll industry for years. Atari lever.i.ged its video game experience and 
hoU$ehold name to enter the personal computing market, and Epron shipped the TX-
80, the first low-cost dot matrix printer. 



The third important software category, the database, blasted onto the scene in 1979 
with Vulcan, the predecessor of dBase JI and it's successors. Thal was also the year 
Hayes introduced a 300 bps modem and established telecommunication as an a~pcct 
of peisonal computing. 

Texas Instrument's poorly designed and ill-fated Tl-99/4 also shipping in 1979 as the 
personal computer industry's first 16-bit computer. It was hobbled by an 8-bit bus for 
memory and peripherals, which slowed memory access significantly. 

Figure 2,J: Vulcao 

1980 was. the year Commodore opened the floodgates of home computing with the 
$299 VJC-20. Sinclair tried to one-up them with a $199 kit computer, the ZXSO, 
which was quite popular in Britain, but it was destined co remain a bit player in the PC 
inclwny. The same c~n be said of Ra<lio Shack's t,irly i,npressive TRS..80 Color 
Computer, which suffered primarily from complete incompatibility with its existing 
TRS-80 line. 

Yet another 1980 disaster was the Apple Ill, which shipped with 128 KB of memory, 
an internal floppy drive and Apple II emulation. Alas, it just didn't work right, forcing 
Apple to recall them all, fix a number of problems, and rerelease the Apple rn some 
time later with 192 KB of RA.M. This was also Appte•s f'vst computer to support a 
hard drive, the 5 MB Profile. 

Fi1111re 2,4: Applll Ill 
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Estimates arc that there were one million personal computers in the US in I 980. 

In early 19Sl, Adam Osborne introduced the first portable computer. The Osborne I 
was aboul this site of a suitcase, ran CP/M, included a pair of 5.25" floppies, and had 
a tiny s• display. The innovative machine was bundled with about $1,500-2,000 worth 
of software, and the whole package sold ·for S 1,899. 

Figure 2,S: The Epsen HX-20 

The first laptop co1nputer also arrived in l9Rl, the Epson HX-20 (a.lea. Geneva). The 
HX-20 was about 8.5• by 11 • and maybe 1.5•2• thick and used a microcassette to 
store data. It di$J>layed 4 lines of 20 characters on an LCD screen above the keyboard. 

Figure 2,6; Keyboard willi LCD Sc=n 

2.5.l The IBM PC 

Of course, the most significant even1 of 1981 for the personal computing industry was 
the introduction of the IBM PC on Augu.qt 12. This computer ran a 16-bit CPU on an 
8-bit bus (I.he Intel 808S), had five expansion slots, included al least 16 KB of RAM, 
and had two full-height 5.25" drive bays. 

Figure 2.7: IBM PC (lbc Intel 8()88) 

8uyers could get a fairly loaded machine with a lloppy oonuoller, two floppy drives, a 
monochrome display adapter and 720 x 350 pixel green screen monitor, a color 
display adapter and CGA (320 x 200 with 4 colors or 640 x 200 wilh 2) monitor, a 
parallel card, a dot matrix printer, and an operating system - with the choice of CPiM-



86, the UCSD p-System, or PC-DOS (a.k.a. MS-DOS). Pretty much everything was i9 
an option and evecynoe recognized that the IBM PC was based on ideas perfected in lntroduotiun"' p.,....i C•"l'•"" 

the AppJe II. particularly general use expansion slo1s. 

The second most significant event of 1981 was dependent on the first: Microsoft got 
IBM to agree that PC-DOS would not be an IBM exclusive. This paved the way for 
the clone industry, which in the end marginaliud tb.c infh1cnce of Big Blue. 

Time magazine called 1982 "Tb.e Y eax of the ~.omputer•· as the indU$tly grew up. By 
1983, the industry eslimated that IO million PCs were in use in the linited States 
alone. 

Ever since IBM entered the market, the tenn PC has taken on a different meaning. 
Although it retains the Ol'igit>al meaning of "personal computer", the IBM architecture 
has so dominated !he industry that it soon cam~ to mean IBM compatible computers to 
tb.e exclusion of other machines. 

VisiCalc met its match in 1983 when Lotus 1-2-3 shipped for the IBM PC. That was 
also the year that Microsoft Word 1.0 shipped, altb.ough it remained a small player . 
W1til Windows dominated the PC world. 

Apple iotroduced the first consumer machine with a mouse and graphical user 
interface, the Lisa. Of course, at $.! 0,000, nol many consumers or businesses could 
afford it, but it paved the way for the Apple Macintosh of 1984. At $2,500, it was 
much more affol'dabte Than the Lisa. 

Figure 1.8: The Lisa (Conswner Machine with a Mouse •nd Graphical User Interface) 

IBM took the PC beyond the 8-bit bus when it introduced the AT (for Advanced 
. Technology), a 6 MHi 80286-based computer with a I 6-hit bus, high density 5.2$" 

floppies, and a new video s1ar1dard, EGA. 

2.6 DEVELOPMENT OF PROCESSORS 
Today, computers are a part of our lifestyle, but the first- computer that was used was 
developed at the Univnty of Pennsylvania in t!le year 1946. II had an ENIAC 
(Electronic Numerical Integrator and Computer) rrooessor. The reprogramming 
feature that is so extensively used today was introduced by Alan Tw013 and John von 
Neumann with their teams. The \lul'l Neumann architecture is the basis of modem 
computers. 

From the development of the first microprocessor. Intel's 4004 to the latest ones• the 
microproCU80rs have come a long way. Here. we look into the story so far. 



)0 

lntJoduction 10 Compute«&. 
InfotmQtion l'echnology 

2.6.1 Chips Till Date 

/97 I - T11tel 4004 

• It wa.~ the first microprocessor and it was u!!ed in the Busicom 14 t-PF calculator. 

• It was designed by F ooerico FaggiD aod Ted Hoff of Intel and Masatoshi Shima of 
Busicom, ao<l it was launc.heJ on November 15, 1971. 

• It consisted of 2300 transistors with pMOS technology. 

• The total number of itlStructions was 46. Tb.e designed clock speed was I MHz 
while only 740 kHz was achieved. 

1972-Jntel 8008 

• For !he fust time it was used in personal computers, Micrnl and SCELBI. 

• Also known as MCS-8, it was launched in April 1972. 

• It w.is developed by Victor Poor end H.irry Pyle of CTC, and Ted Hoff, Faggi.n, 
Stanley Ma?.or and Hal Feeney from Intel. 

• It was made up of 3500 iramistors. However, it wa,; slower than its pred~essor 
4004. 

• Tlte clock speed was 0.5 MHz with the total oumher of instructions being 48. 

1974- l11tel 8080 

• lt was used in the comrutcrs MITS Altair 8800 and IMSAI 8080. Space Invaders 
(arcade video game) also used 8080 as the main processor. 

• Launched in April 1974, it was developed by F11ggin, MllZor and Masatoshi 
Shima. 

• The clock speed increa;;ed to 2 MHz, it was bu.ill on nMOS technology and used 
6000 transistors. · 

• The major developmot was the SCJ)81'8tion of address (16-bit) and data (8-bit) 
bus. It also supported 256 I/Os. 

1974 - Mo,ol'{)}fl 6880 

• HCF is a self-test feature developed for the first time by Motorola. 

• This processor developed by Motorola had no J/0 ports. 

• Memocy-mapped input-output were used as I/Os. 

• The clock speed was only 2 MHz with the instruction set consisting of 72 
i11structions. 

• It was fur the first time that HCF (Halt and Catch Fire) opcode was used, that 
made the processor urmispolll!ive to any interrupts till it was reset 

/977 - l11tel 8085 

• The radiation-hardened version w.-.s used in NASA and ESA space expeditions. 

• Uolike the other processors developed so far, this one was also used as a 
microcontroller working on +SV SUPPiy. 

• It was the first time that von Neumann architecture was used. 

• ·Jt W!IS built with 6500 transistors and u.sed nMOS leehnology. 

• The instruction set co.DSisted of256 instructions. 



1978 - Intel 8086 

• This was first used in the microcomputer Mycron 2000. 

• The designed clock speed was 10 MHz. 

• The development team for acchitecture consisted of Stephen P. Morse and Bruce 
Ravenel. Logic was designed by Jim McKevitt, John Bayliss and William 
Pohlman was the project manager. 

1919- /JsteJ 8088 

• The original IBM PC was based on 8088. 

• 8088 was based on the new HMOS ~hnology and was launched on I July. 

• Tt came in 40-pin DIP as well as PLCC (plastic leaded chip canier) package. 

• However, the data path was only 8-bit. The designed frequency was l O MHz, 

1987-SPARC 

• Fujitsu's K Computer is ranked number 1 in the world's fastest 500 
supercomputers as per TOP500 list ratings, It used SPARC. 

• This processor was developed by Sun Micro8ystems. 

• It had a clock speed of 40 MHz. 

• It was made- up of I .ll million transistors with 256 TO pi11S. 

1991 -Atn386 

• The excellent pe.rformanoe of AMD's floating point writ made it the second best 
choice (after Intel) for many manufacturers. 

• This AMD (Advanctid Micro Devices) processor bad striking resemblance to the 
Intel 80386 version x86 processors. 

• With a clock speed of 40 MHz and 32-bit data 0011, the processor was a competitor 
to Intel. 

1993 - Pentht111 Proe_, 

• Tl wa~ the first SUJlCrscalar .x86 microarchitecture that could execute two 
instructions simultaneously, thus speeding up the processor and reducing 
computing time. 

• The Pentium family ~tarted with the lawich of the PS processor. 

• It came in two models • S 10-pin version with 60 MH.z clock speed and 56 7-pin 
version with a clock speed of 66 MHz. 

• Launched on March 22, it was built with 3. I million traosislors. 

• This 32-bit processor was the most advanced processor used in many oomputers 
that were manufactured at that time. 

1995 • Pentwllf Pro 

• This processor was used in ASCI Red that delivenld teraFLOP (one trillion 
floating-point operations in one second) performance. · 

• This was the first p~essor of the Pentium If series. 
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• This latest entrant came in an unconventional MCM (ceramic multi-chip module) 
387 pins packaging. 

• With a clock speed of 200 MHz. it was buih to run in quad as well as dual 
processor configutations. 

• About 5.5 million transistOIS were used to build this processor. 

• It did not have an MMX instruction set. 

1997 - PentiMm 11 

• l.aun.ched on 7 May, the Pentium II family had a vast range of processors to offer. 

• The clock speed was increased gradwdly with every model launched to up to 450 
MH,:. 

• Unlike the traditional processor&, this one came in a slot or socket module. This 
made ir easy for the computer manufacturers to use it in a limited spare. 

• VariOU$ processo.rs were launched under this family: 

1- Klamath (233 and 266 MHz) 

❖ Deschutes (333 Mlh:) 

-> Pentium II Overdrive (300 or 333 MHz) 

❖ . Tonga (Fil'llt mobile Pentium TI) 

❖ Dixon (CQn.sidered to be the fastest Pentium JI) 

• It had a removable heaisinlc/fan combination that reduced the problem of heat 
di.saipation. 

1999- Penthlm 111 

• Tbis Pentium H successor was launclied on 26 February. 

• The advancement &om the previow: n1odel Wll$ the addition of the SSE instruction 
that accelerated the floating point talculations. 

• On the similar lines as Pentium II, this processor was lawiched in Celeron (Low
end version) and Xeon (High-e11d venioo), 

• The list of processors uruier this family are: 

+ Katmai: Clock .speed of 450 MHz and uses 9.5 million transistors 

❖ Coppennine; Clock speed of up to I GHz 

+ Coppennine T: Only Coppennlne model with an integrated heaiNink (!HS) 

❖ Tualatin: Clock speed up to 1.4 GHz and 0.13 µm process 

• PSN (Processor Serial Number) was introduced in the 1n1111ufacturiug process that 
created the processor's unique identity, which was the first instance. 

1999 -Athlon 

• Enhanced 3DNow! was first introduced. which increased the speed up to 2-4 
times. 

• AMO launched Athlon on June 23. It was built using 37 million transistors and 
achieved a clock speed of about 800 MHz. 

• it was packaged in a unique PGA (Pin Grid Array) 453-pin packaging. 



• Athloo was a legitimate competitor to Intel Pentiwn l1J because it was faster. 

• It was the first proce=r to reach the speed of] GHz. 

2000 - Pentium JV 

• Intel's new single core procesi;or family in the market was the Peolium IV 
processor that achieved a clock speed between 1.3 GHz to 3.08 GHz. 

• The 423-pio processor came in an OLGA (Organic Laod Grid Array) and PPGA 
(Plastic Pin Grid Array) type packaging. 

• The processors under this family are: 

❖ Willamette: Clock speed of l. 4 and l .S GH2 and 180 run pcocess 

❖ Northwood: Clock speed up to 2.2 GHz IIJld 130 run die 

❖ Peotium 4-M: Built for Mobile use with TD!> of35 watts 

❖ Mobile Pentium 4: Built for laptop use with increased bus sp~ of33 MHz 

❖ Gallatio: Die of 130 nm and an added 2 MB level 3 cache 

❖ Prescott: Die of 90 run aod b.yper-threading that speeds up processes such as 
video editing 

❖ Prescott 2M: Clock speed of3.8 GHz and 90 nm process 

❖ Cedar Mill: Die of 6.S nm 

• The NetBurst architecture was first U$ed in the processors under this family. 

20IJJ - Pentl,un M 

• This pro<:essor was a mobile single-core proc,essor from fntel. 

• It was designed with a clock speed of2.26 GHz. 

• Two proce.!!tors were developed under !hi~ family, namely: 

♦ Banias: Clock speed of 1.7 GHz and TDP of24,S watts 

• Dothan: Die of 90 11m and clock spe,;:d of 2.1 GHz; TOP i& Rduced to 21 
watts 

• This proceSSOl" was u,ed for the fU'SI time in lotel Cannel AOtebook under Centrino 
brand. 

ZOOf,-Cote Z 

• Intel Core 2 brand, launched on July 27, 2006, was also known as 66320. 

• The clock speed was achieved up to 3.5 GHz. 

• The processors launched under this famj!y were singl~ore,-dual•core and quad· 
core. 

• The processor has been dropped from the prillC list since 2011. 

• The proccssor5 under tbis brand for desktops a.re: 

❖ Conroe: Die of6S nm (dual} 

❖ Allendale: Die of 65 om (dual) 

<It Wolfilale: Die of 4.S nm (dual) 

~ Cooroe XE: Die of 65 om (dual) 
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-> Allendale XE: Die of6S nm (quad) 

❖ Wolloale XE: Die of 45 run (dual) 

❖ Kenti;field: Die of 65 nm (quad} 

❖ Yorkfield: Die of 45 nm (quad) 

• The proceRsor:- under this brand for laptops are: 

❖ Merom: Die of 65 nm (dual) 

❖ Peruyn: Pie of 45 nm (dual) 

❖ Merom XE: Die of65 nm (dual) 

•> Pemyn XE: Die of 45 nm {quad and dual) 

❖ Merom-l,: Die of 65 nm (single) 

•·• Pemyo-t: Die of 45 nrn (single) 

• The pro<:essor wa~ capable of saving battery power by lowering the clock speed. 

2.6.2 The Latest 

The microproceiisor technology has come a long way since the launch of 4004. The 
chip size has reduced, the clock speed has increased and the caches have further 
iJlcreased. The latest processors that have achieved this are: 

I. Sandy Bri4ge: This Intel microarchilecture-based products were launched in 
2011. It has achieved a 32-nanometer die .manufacturing. It includes 'Intel Quick 
~ync thlit is a hardware support for video encoding and decoding. There is also an 
improved 256-bit/cycle ring bus conne(:t that interoonnects the different parts of 
the processor. The b:&nsistor ~unt uiied in this processor reaches up I(> 2,27 
billion. This is the successor to the Nehalem microarchitccture lamily that 
achieved 45 run manufacturing. The clock speed designed is 3.6 GHz. Intel 
recalled 67-series motherboards that had Cougar Point Chipset due to some 
hardware issue. The series under this family are: 

{a) Pentium: Clock speed up to 3.0 GHz 

(b) Celeron: Clock speed up to 3.0 GHz 

{c} Core i3: Clock speed up to 2.5 GHz 

{d) Core i5: Clock speed up to 3.4 GHz 

(e) Core i7: Clock speed up to 3.3 GHz 

(f) Core i7 Extreme: Clock speed up to 3.S GHz 

It has a vPro feature that can delete the infoffllBnon on a hard disk and the 
commands for this can be sent through 3G signals, Ethernet or Internet 

2. Jvy Bridge: An amazing 22-nm die processor named Ivy Bridge was announced 
by Intel in 2011, but it was inlroduced in the market on April 29, 2012. Reduced 
die is possible due to the use of the 30 (tri-gate} transistor.;. Tbe 3D transistor~ 
reduce the power consumption to almost 50% less than the 2D ones. Jt also 
includes special support for PCI Express and also better graphics with DirectX 11. 
Tbe clock speed is about 3.80 GHz. They are reported to have 20 • C higher 
temperatures than Sandy Bridge. The desktop models unde-r this family are: 

(a) Core i3 Series: Clock speed up to 3.4 GHz 

(b) Core i5 Series: Clock speed up to 3.8 GHz 



(c) Core i7 Series: Clock speed up to 3.5 GHz 

The mobile models for under 1his family are; 

(a) Core i3 Series: TDl' of 14W 

(b) Core i5 Series; TDP of 14W 

(c) Core i7 Series: TDP of 14W to 4SW 

it is one of the 'lick' versions of Sandy Bridge, 

The Future 

The future processms that are expected to be launched in the 20 l 3 are very promising. 
Here's a sneak preview. 

• Haswell is being developed with a further shrunken. die of 22 nm. 

• Broadwell is announced to have a 14-nm die with Multi~hip packaging design 
1hat will be used. 

• Skylake processors are expected to be available by 2015 with 14 nm process. 

• The latest one to join this league i~ Slcymont that will have a die of 1 0 nm. 

• There are also indications of development of proces.~ors with die as small as S run! 

From the clock frequency of I MHz to about 3 GHz, the processor technology has 
come a long way, The die has shrunken to 22 nm and the miniaturization is still on. 
All these signs poinl 10 a brighter future for processors, which will come to benefit 
everyone. 

2.7 ARCHITECTURE OF P.ENTIUM IV 

Pentium 4 was a series of single-core Central Processin;g Units (CPU) for desktop PCs 
and laptops. The series was designed by Intel and launched in November 2000. 
Pentium 4 clock speeds were over 2.0 GHz. · 

Intel shipped Pentium 4 proces.rors until August 2008. Pentium 4 variants included 
code named Willamette, Northwood, Prescott and n:dar Mill with clock speeds lhat 
varied from l.3-3.8 GHz. 

The Pentium 4 proce:ssoi replaced the Pentium !JI via an embedded seventh• 
generation 1tS6 microarehitecture, known a.~ Netburst Microarchitecture, which was 
the firsl new chip archit~ture launched after the P6 microarchitccture in the 1995 
Pentium Pro CPU model. 

The Pentium 4 architecture enhanced chip processing in the followitig ways: 

• Performance was boosted by incree.sed processor frequency. 

• A rapid-execution engine allowed each instruction executioo to occur in a 
hall:clock cycle. 

• The 400 MHz system bus had data transfer ,a,~ (D1'R) of3.2 GBps. 

• Execution trace cache optimized cache memory and improved multimedia units 
and floating points. 

• Advanc.:d dynamic execution enabled faster processing, which was especially 
critical for voice recognition. video and gaming. 

After May 2005, Intel produced dual-core p1-oce$$ors as Pentium Extreme Edition and 
Pentium D, which was a shift roward dividing instructions among processors 
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(parallelism). In July 2006, Intel rele.-ased the Intel Core2 line of quad, dual and single 
core processors. 

The Pentium 4 processor i& detigned to deliver performance across applications where 
eod users can truly appreciate and experience its P\lrfOmWl\le. For example, it allows 
a much better user expcrie11Ce in areas such as Internet audio and streaming video, 
image processing, video content creation, speech recognition, 3D applications and 
games, multi-media and multi-tasking user environments. The Pentium 4 processor 
enables real-time MPEG2 video encoding and near real-time MPEG4 encoding, 
allowing efficient video editing and video conferencing. It delivers world~lass 
performance on 3D applications and games, such as Quake 3', enabling a new lcvcl of 
realism and visual quality to 3D applications. 

The Pentium 4 procesMJr has 42 million transistors implemented on Intel's fl.18u 
CMOS process; with six level, of aluminium iDterconnect. II has a die siu of 217 
mm2 and it consumes 55 watts of power at t .5GHz. Its 3.2 GB/second system bus 
helps provide the high &ta bandwidths needed to supply data to today's and 
tomo?Tow's demanding applications. It adds 144 new 128-bit Single Instruction 
Multiple Data (SIMD) instn.1ctions called SSE2 (Streaming SIMD Extension 2} that 
.improve& perfurrumce for llllllti-media, content creation, scientific and engineering 
applications. 

2.7.1 Overview of tile NetBurst™ Mlcroarchitecture 

A fast processor requires balancing and runing of many microarchitectu.ral features 
that compete for processor die cost and for design and validatioo efforts. Figure 2.9 
shows the basic Intel NetBun.t microarchitecture of the Pentium 4 processor. Ni you 
ca11 see, there ue four main so:tions: the in-0t:der front end, the out-of-order execution 
engine, the inleger and floating-point execution units and the n1emory subsystem. 

F-
lilgun 2.9: Bute Block Dta1ram 

ln•Onler Front End 

The io--0rder front Clld is the part of the machine that fetch.es the insttuctions to be 
executed next in the program and prepares them to be u&ed later in the maeh.ine 
pipeline. Its job is to supply a high-bandwidth stream of decoded instructions to the 
out-of-order execution core, wh.ich will do the act!Jal completion of the insl!Uctions. 
The front end has highly accurate branch prediction logic that uses the pMt history of 
prognun executioo to speculate where the program is going to execute next. The 



predicted instruction address, from this front-end branch prediction logic, is used to 37 
fetch instruction byles from the Level 2 (L2) cache. These lA-32 instruction bytes are rn!T0<1110iionto rers<>nal<Ampu!tr 

then decoded into basic operations called uo~ ( micro-operations) that the execution 
core is able to execute. 

The Netl3urst micrw.rchitecture has an advanced fonn of a Level I (LI) instruction 
cache called the Execution T111Ce Cache. Unlike conventiona.1 instruction caches, the 
Trace Cache sits between the instroctions decode logic and the execution core as 
shown in Figure 2,9. In this location, the Trace Cache is able to store the already 
decoded IA-32 instructions or uop.s. Storing already decoded instructions iemoves the 
JA.32 decoding from the main execution loop. Typically, the instructions are decoded 
once and placed in the Trace Cache and then used repeatedly from there like a normal 
instruction cache on previous machines. The TA-32 instruction decoder i.s only used 
when the machine misses the Trace C.M:he and n~ to go to the L2 cache to get and 
dec<1de new IA-32 imitruction bytes. 

Out-of..()Nler Eucudon Logic 

Toe out-of-order execution engine is where the instructions are prepared for 
execution. The out-of-order execution logic has several buffers that it uises to smooth 
and re--order the flow of instructions to optimize perfonnance as they go down the 
pipeline and get scheduled for execution. Instructions are aggressively reordered to 
allow them to execute as quickly as their input operand& are ready. This out-Qf-order 
execution allows instructions in the program followina delayed in.,ttuctions to proceed 
around them as long as they do not depeud on these delayed instmctions. Out-of-order 
execution allows the execution resources such as the ALUs and the cache to be kept as 
busy as p~ble executing independent instructions that are ready to execute. 

Integer""" F/Qfldng-Point Execution Units 

The execution units are where the imtructiODll are actually executed. This section 
includes the register files that store the integer and floating-point data operand valuts 
that the instructions need to execute. 'The executiOII units include aeveral types of 
integer and floating-po.iDt execution uni!$ that compute the results and also the LI data 
cache that is used for most load and store operations. 

Memory S~-yue,,, 

Figure 2.9 also shows the memory subsystem. This includes the L2 cache and the 
system bus. The L2 cache stores both instructions and data that cannot fit in tbe 
Execution Trace Cache and the LI data cache. The external system bus is connected to 
the backside of the second-level C.M:he amt is used to access main memory when the 
L2 cache has a cache mi:!&, and to acoess the system lJO re.sources. 

2.8 CONFIGURATION OF PERSONAL COMPUTER 
The way a system is set up, or the assortment of oomponents that make up the system. 
Configuration can refer to either hardware or software, or the combination of both. It 
means the configuration of hardware and software in your computer/laptop present. In 
ca:;e of a computer, it would also illl)lude the ~has&is of computer, the monitor, ram, 
graphic cll!'d, motherboard, processor, cooling system, literally anything which is 
attached to a PC for it'd basic use or use required by the user and has been atw:hed 
will entail a .PC configuration. It also helps to determine the power of a ec. For 
ii:u;tance, a typical oonfigw-ation for a PC consisbl of 32MB (megabytes} main 
memoty, a floppy drive, a hard disk, a modem, a CD-ROM drive, a VGA monitor and 
the Windows operating system. 
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Many software products require that the computer have a certain rrnmmum 
configuration. For e:x.atr1ple, me software might require a graphics dispJay monitor and 
a video adapter, a particular rnicroprocessor 1 

and a minimum amount of main memory. 

When you jnstaJI a new device or program, you sometimes need to configure it, whfoh 
means: to .set various switch es and j umpeni ( for hardware) and to define vaJues of 
parameters (for software). For example, the device or program may need to know 
what type of video adapter you have _aod what type of printer is conne<:ted to the 
comptlter. Thanks to new technologies, such as plug-iaad-play, much of this 
configuration is performed. automatically. 

Fill in the blanks: 

! . The Apple Mm�intosJl uses _____ mic.roprocelll!.Or i.uchitocture and a
proprietary operating system 

2. A ____ is a .software app?ication that is divided into many different
columns and rows.

3. ____ ts the primacy .memory, which hoids aJI the programs and data the
processor is using at a siven time.

4. The first pernonal computer.i, introduced in�-�-

5. Intel 8008 which is also known i:1.5 _____ was launched in April J 972.

6. Intel's new sjnglc core processor family in the m!ll"kct was th<:: ____ _
processor that achieved a clock speed between 1.3 GHz to 3.08 GI lz.

2.9 LET US SUM UP 

• . The term ''penona1 computer'' is us_ed to describe desk.top computers (desktops).
ln its more general usage, a Personal Computer {PC) is a microcomputer designed
for lLi;e by one person ai a time. 

• Persona 1 computers can aiso be used for many functions and applications for
business. Almost every- employee has a person.al computer on their desk. Business
professionals use· compute.rs for many functi.OM, such as creating letters,
calculating numbers or pertormi.ng �arch oil the Internet.

• A modern PC is both simpk and compBcatoi It is simp�e in the sense that over
the years, many of the components used to construct e. system have become
integrated with other components into fewer and fewer actual parts.

• From the development of the first microp.roce.iS01 - Intel'!i 4004 to the lat�t one;,,; -
the microprooesaors have come a long way. Today, computers are a part of our
lifestyle, but the first computer that was used was deve1oped at the University of
Pennsylvania in the year l 946.

• The Pentium 4 prooessor is designed to deliver performance across applications
where end users can truly 81)predate and experience its performance.

2.10 UNIT END ACTMTY

Criticd!y ex.amine the use of personal oomputerR in Schoo 1 end I Iospital. 



2,11 KEYWORDS 

Per.J1onal Computer: A personal computer (PC) is a multi-purpose computer whose 
size, capabilities, and price make it feasible for individU-81 use. PCs are intended to be 
operated directly by an end user, rather than by a computer expert or technician. 

Etna lb: Electronic Mail ( email or e-mail) is a method of exchanging messages 
("mail") between people using electronic devices. 

Spreadsheets: A spreadsheet is a sheet of paper that shows accounting or other data in 
rows and columns; a spreadsheet is also a computer application program th.at 
simulates a physical spreadsheet by capturing, displayil\g and manipulating data 
arranged in rows and colwnns. 

MMherboard: A motherboard is one of the most essential parts of a computer system. 
It holds together many of the crucial components of a computer, including the centn1l 
processing unit (CPU), memory and connectors for input and output devices. 

Elei.1ronk Numerkal Intwa1or and Com11uter: ENlAC (Electronic Numerical 
Integrator and Computer) was amongst lhe earliest electronic general-purpose 
computers made. It was Tucing-coroplele, digital and able to solve "a large class of 
numerical problems" through reprogrammiag. 

Pentium 4: Pentium 4 is a brand by lntel for an entire series of single-core CPUs for 
desktops, · laptops and entry-level servers. The processors were shipped from 
November 20, 2000, until August 8, 2008. 

Mkroarchiledure: Microarchitccture is the fundamental design of a microproceswr. 
It includes the technologies u~, resources and the methods by which the processor is 
physically designed in order to execute a specific instruction set (ISA or instruction set 
architecture). 

Configuration: Configuration can refer to either hardware or software, or the 
combination of both. 

2.12 QUESTIONS FOR DISCUSSION 

I . What is personal computer? 

2. Highlight the uses of personal computer. 

3. Explain basic PC components. 

4. How first personal computer was introduced? 

5. Write short note on tbe IBM PC. 

6. Discuss the story of the development of the first microprocessor to the latest ones. 

7. How Pentium 4 architecture has enhanced chip processing'? 

8. Explain the NetBurst™ 'Microarchitecturc. 

9. Write short note on the configuration of personal computer. 

Check Your Protress: Model Answer 

1. :Motorola 2. Spreadsheet 

3. RAM 4. 1975 

5. :MCS-8 6. Pentiwn rv 
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3.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Describe the commonly used keys of the keyboard 

• Describe the u11e of mouse and trackball 

• Describe joystick and its application in aviation and gamming 

• Describe MIDI keyboard and video input devices 

• Explain use of optical mark reader and Magnetic Ink Character Reader (MICR) 

3.1 INTRODUCTION 

The input unit accepu coded information from human operators or from other 
computers. Input to the computer is in the form of data or any other usefill information 
that will be processed by the processor. Various types of input devices like keyboard, 

. mouse and scanner are u:ied to enter the input to the system. Inputs before processed 
will be converted into computer understandable foi:m, called binary code5. 

Ex#mples: .K.eyb08Id, joys-tick, mouse, input pen, touch screen, trackball, scanner, bar 
code readers, microphone, floppy disks, magnetic tapes and compact disks. 

3.2 CONCEPTS OF INPUT DEVICES 

lnput devices aie used to input data, information and instructio11.& into the RAM. We 
may classify these devices into the following two broad categories: 

(i) Basic Input Devices 

(ii) Special Input Devices 

We are discussing below lhe structure and function of lhe common input devices of 
these two categones in details, 

3.2, 1 Basic Input Devices 

The input devices,· whi.ch have ROW-a-days become essential to operate a PC, may be 
called as Basic Input Devices. These devices are alwaye required for basic input 
operations. These devicei. include Keyboard and Mouse. Today, every PC has a 
keyboard and mouse as the basic input devices as shown in Figure 3. I. 

Figure 3,1: A Student using Basic Input Devices of a PC 

3.2.l Special Joput Devices 

The input devices, which are not essential to operate a PC, are called as Special Input 
Devices. These devices are used for various special purposes and ace generally not 
required for basic input operations. These devices include Trackball, Lighl Pen, Touch 
Screen, Joystick, Digitizer, Scanner, OMR, OCR, Bar Code Reader, MJCR and Voice 
Input Devices, 



3.3 TYPING I.N"PUT DEVICES 

Keyboard is the main typing input device. In this &ection, we will discuss about 
keyboard. 

3.3.1 Keyboard 

A keyboard (similar to a typewriter} is the main input device of a co111puter. It 
contains 3 types of keys - alphanumeric keys, special keys and function keys. 
Alphanumeric keys are used to type all Hlphabets, numbers and special symbols like $, 
%, @, '\ etc. Special keys such as <Shift>, <Ctr!>, <Ah>, <Home>, <Scroll Lock>, 
etc., are used for special functions. Function keys such as <Fl>, <F2>, <F3>, etc .• 
used to give special commands depending upon the software used. We can understand 
the function of each and every key actually by worlcing on a PC. When any key is 
pressed, an electronic signal is produced. This signal is detected by a keyboard 
encoder that sends a binary code corresponding to the key pressed to tlte CPU. There 
are many types of keyboards but JOI Keys Keyboard, as shown iu Figure 3.2, is the 
most popular one. 

Fi&ure 3.2: A 101 Key1 Keyboa.NI 

The following is ll list of commonly used keys that have special functions (keep in 
mind that key functions can change depending on which program you Me using}: 

I. Backspace: This key deletes lecters backwatd. 

2. De/et,e: This key deletes letters forward. 

3. Shift: This key, when pressed with another key, will perform a secondary 
function. 

4. Spacebar: This key enters a space between words or letters. 

5. Tab: This key will indent what you type, or move the text to the rwit. The default 
indent distance is W1ually ½ inch. 

6. Cap~ Lock: Pressing this key will make every letter you type capitalized. 

1. Control (Ctrl): This .key, when pressed with another key, perfollllS a shoncut. 

8. Entc: This key either gives you a new line, or executes a comrnand (pressed in a 
word processuig program. it begins a new line). 

9. Nu,,,ber Keypad: These are exactly the same as the nwnbers at the top of the 
keyboard; some people juit find them easier to use i.ti this positioo. 

10. Arrow J(q11: Like the mouse, these keys are used to navigate through a document 
or page. 

Main types of keyboards include: 

• Keyer Keyboard 
• Lighted Program Function Keyboard (LPFK) 
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3.4 POINTING INPUT DEVICES 

Poioting devices are th.e most commonly used input devices today. A pointing device 
is any hum.an interface device th.at allows a user to input spatial data to a computer. In 
the case of mouse and louchpad&, this is usually achieved qy detecting movement 
across a physical surface. Analog devices, such as 3D mice, joysticks, or pointing 
sticks, function by reporting their angle of deflection. Movements of the pointilig 
device are eclloed 011 the screen by movements of the pointer, creating a simple, 
intuitive way to navigate a computer's Graphical User Interface (GUl). 

Types of pointing devices include: 

• Mouse 

• Touchpad 

• Poiming sticlc 

• Touchscreen 

• Trackball 

• Lightpen 

3.4,1 Mouse 

Molll!e is another import1111t input devfoe. It is a pointing device used to move cursor, 
draw sketches/diagrams, selecling a text/object/menu item, etc., on monitor screen 
while working on windowi (gntphics based operating environment of a oomputer). 
Mouse is a small, palm size box containing 3 buttons and a ball underneath as shown 
i.n Figure 3.3, which sen~es the movement of the mouse and sends the corresponding 
signak to CPU on pressing the buttons. · 

Flpre3.3: A Moose 

On lbe basis ofbut10D11, P'l00$e can be classified as: 

l. Two-buttoned mouse 

2. Three-buttoned mouse 

Usually, the left button of the mouse is for normal selection and the i:ight button is 
used for special function and central button is used for scrolling a document.. 

On the basis of working mechanitm and its arohitecture, mouse can be classified as: 

• Mtthanictll mo"se: 11 contains a rubber ball and a pair of rotating wheels. When 
the mouse is moved on th.e table, the ball rotat.es which results in rotation of th.e 
wheels $nd generates electl'Qnic signal 

• Qpt(>-mechanical mo11s11t: The opto-mechanical mouse contains both mechanics) 
and electric <:omponent. 
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• Optic"/ mouse: Optical mouse operates using reflection of light. It is easier to use 
but usually less reliable than mechanical mouse. 

It is also availahle in following types: 

• Wheel Mouse: It contains left, righ.t huttons and a middle scrolling button. It is 
used for scrolling the page up and down. It has a ball under it that.rotates when a · 
user drags over. In this way, the screen pointer is controlled. 

• Laser Mouse: It is very similar to the wheel mouse but the difference ls that it 
emits a laser beam of light to get through mouse pad instead of rolling ball, 
remaining other functions are same like wheel mouse. · 

• Wirele.v.• Mouu: Such type of mouse does not require a cable to attach. It consists 
of internal battery of dry co:11 and performs all functions using wireless 
technology. 

Advantages ofMou.ve 

• Easytouse 

• Not very expensive 

• Moves th,; cursor faster than the arrow keys of the keyboard 

3.4.:2 Toucbpad 

A touch.pad or ~1raclq>ad" is a flat control surface used to move the cursor and perform 
other functions on a computer. Touchpads arc oommonly found on laptops and replace 
the functionality of a mouse. Touch.pads are a oommon feature of laptop computers, 
and are also used as a substitute for a mouse where desk space is scarce. Because I.hey 
vary in size, they can also be found on Personal Digital Assistants (PDAs) and some 
portable media players. Wireless toochpads arc also available as d~tachcd accessories. 

F11ar• 3A: Tuu~hpad 

3.4.3 Pointing Stick 

A pointing stick is an isometric joystick used as a pointing device, as with a touchpad 
or trackb-all, lypically mounted in a computer keyboard. Movements of the pointing 
stick are echoed on the screen by movements of the pointer ( or cursor) and other 
visual chang,;s. 

• 
The pointing stick senses applied force by using two pairs of resistive strain gauges. A 
pointing stick can be used hy pushing with the fingers in the general direction the user 
wants the cursor to move. Tue velocity of lhe pointer depends on the applied force so 
increasing pressure causes fa~ter movement. The relation between pressure and cursor 
or pointtr speed can be adjusted, similar to !lie way the mouse speed is adjusted, 
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Joystick is also a pointing device, which is used to move cursor position on a monitor 
screen. The lower sph.erical ball moves iu a socket. The joystick can be rnovcd in all 
four dirc,::tious. The function of joystick is similar to that of a mouse. It is mainly used 
in Computer Aided Designing (CAD) and playing computer games. · 

F1gure 3.S: Pointing Stick 

3.4.4 Touchscreen 

A touchscreen is an input and output device normally layered on the top of an 
electronic visual display of an infonnation processing system. Some special VDU 
devices have !ouch sensitive 8creens. These &creen.s are sensitive to hwnan fingCJS and 
set as tactile ioput devices. Using touch screen, the user can point to a selection on the 
screen instead of pressing keys a& shown in Figure 3.6. Touch screen helps the user in 
getting the information quiclcly. It is mainly used in hotels or airports to convey 
inforrn.stion to visitors. 

Figun 3.6: Denionttnlion of Touc"3c..-

3.4.5 Trackball 

A trackb&l loo.ks like a mouse, as the roller is on the top with selection button8 on the 
side as shown in Figure 3,7. It is nlso a pointing device used to move the curwr and 
works like a mouse. For moving the cursor in a particul11e direction, the user spins !he 
ball in that direction. It is sometimes considered better than mouse, because it requires 
little ann movement and less desktop space. It is geneally used with portable 
computers. 

Fipre 3.7: A Trackb1II 

I 



Differences between Trackball and Mouse 

Compared with a mouse, a lr4ckball has no limits on effective travel; at times, a 
mouse can reach an edge of its working area while the operator still wishes to move 
the screen pointer farther. Wilh a trackball, the operator just continues rolling, whereas 
a mouse pointer can be lifted and re-positioned. 

3.4.6 Light Pen 

It is also a pointing device. We move it on the screen jU$t like an ordinary pen hut it 
works with electricity. It is used for drawing maps, pictures and also has no alphabetic 
keys. Simply it sends input to the computer when a user touches on the screen. That is 
why graphic designers and Engineers use it most of the time. 

3.S SCANNING INPUT DEVICES 

Scanning devices translate illllljjes of text, drawings, photo,, and the like into digital 
fof!ll. The images can then be processed by a computer, displayed on a moniwr, stored 
on a storage device, or communicated to another compuie1', scanning devices include: 

• Barcode readers 

• Mark-and charactet•recog;nition devices 

• Fax machines 

• Imaging systems 

3.5.l Barcode Readers 
A bar code is a machine-readable code in the form of parallel vertical lines of varying 
widths. It is commonly used for labeling goods that arc available in super markets and 
numbering books in lillraries. This code is sensed and read by a bar code reader u,ing 
reflective- light. The infomllltion recorded in the bar code reader is then fed into the 
cornpurer, which recognizes the information from the thickness and spacing of the 
bars. The bar code readers arc either hand-held or tixl'd-moUDt. Hand-held scanners 
are used to read bar codes on statioruuy items. With fiXC>d-mounl scanners, the items 
having bar cedes pass by the scanner using hand as in retail scanning applications or 
by conveyor belt in many industrial applicatioos. 

J,'Jgure 3.8: Barco~ Reader 

Bar co<lc data collection systems provide enormous benefits for every business wit.h a 
bar code data collcctioo solution; capturing data is faster and more accurate. A bar 
code scanner can record the data five to seven times faster Chan a skilled typi$t, A bar 
code data entry has an error rate of about one in three million. Bar coding also reduces 
the cost in terms of labour and revenue losses result.i.ni! from the data oollection errors. 
The bar code .readers are widely usod iD supcnnarlcets, department stores, libraries and 
other places. You must have seen bar code on the back cover of certain books and 
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greeting cards. The te1ail a.od grocery stores use a bar code reader to detem1ine the 
item being sold and to retrieve the price of an item from a computer system. 

Types of Burcode 

The printed code used for recognition: by a barcode scanner (barcode reader). The 
"bar" in barcode comes from th.e ubiquitous, one-dimensional (ID) UPC barcodc 
found on countless preduct packages. Several two-dimensional (2D) barcodes are aiso 
in wide use, but they are not really as bar-like as the UPC, 

.Figure 3.9: 10 &rcode 

The 20 codes are scanned horizontally and vertically and hold considerably more 
data. All the 2D examplei below contain the same data. 

Symbol Technologies· PDF4 l 7 is a genernl-purpose barcode that contains up to 1,850 
alphanumeric and 2,710 numeric characters. It is recognizable by patterns of vertical 
lines on each side. 

The O<ltaMatrix code is used to mark small parts and hold~ up to 2,355 alphanumeric 
and 3,116 numeric character... It is ~ogni:>:able by i~~ border with two solid lines and 
two alternating lines. 

Figure 3.10: 2D DataMatrb. 

The QR oode ~~ usod to mark product~ a.~ welJ as identify establislunents. It is 
recognizable by its four squares with dots in the middle and ·holds up lo 4,296 
alphanumeric and 7,089 numeric characters . 

.t"igure3.U: .2D QR Code 

3.S.2 Mark-and Character-Recognition nevices 

There ace three typc8 of scanning devices that "read" m.•,,ks or character:.. They arc 
usually referred to by their abbreviations MICR. 0MR and OCR. 

Magnetic lnk Cltlll'tlcter Recognition 

There axe two technologies in magnetic data entry. A Magnetic Ink Character 
Recognition (MTCR) technology reads iron oxide ink prcprintod or encoded on 
checks, depoltit slips or on documents. An MlCR reader electronically capll!res dala, 
by first magneti:iing the magnetic ink characters and then sensing the sip!. 



Another fonn of magnetic- data entry is !he magnetk st.ripe technology that makes 
co1Uputers read credit cards. The dark magnetic stripe ou the back of credit cards is the 
iron oxide <Xlating. A magnetic stripe reader reads this magnetic stripe. 

Figure 3.12: MICR Reader 

OpticQf Mark Recognition 

Optical Mark Recognition (OMR) is a method of entering data into a computer 
system. Optical Mark Reader, reads pencil or pen marks made in pre-defined 
positions on paper forms as rc8ponses to questions or tick list prompts. The OMR data 
enll'y system contains the infoonation to convert the presence or absence of marks into 
a computer data file. 

Figure 3,13: Optical Mark Reading (OMR} 

The OMR technology could be used if data is to be collected from a large number of 
so=es simultaneously. a large volume of data must be collected and processed in a 
short period of time, and information mainly comprises the se!C(:tion of categories or 
"tick box" answers lo multiple-choice questions. 

Example of OMR based q11cstionnaire fonn: 

SECTION 1: WHY ARil YOU IIERI!.? 

1.1 Wh•t is your prirruuy Onlropo«lic problem wday? Pluse <noose~ or lite following. 

o Pain Numbness O Tingling O WeakDe&1 O lmtability O Swelling 

1.2 Where is your prima,y Onbopacdic problem located? Please cho~e !.lJl$ of the (ollowii,g. 

o .k.igbt side o Left side o Bolh •idc,; 

1.3 Art you right-hand,d or left-handed? Pleasech()Ose one oftbe followi•s-

c Right banded o Left banded 

F1g11re 3.14: OMR t,,,sed Qucstionn•lre Form 
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The main advantages and disadvll!ltages ofOMR technology are ;w follows: 

Ad~Yllllages 

• A fa.~t method of inputting large amounts of data • up to I 0,000 fonns can be fl:Sd 
per hour dcpendini on the quality of the machine useo. 

• Only one computer needed to collect and proce,s the data. 

• OMR is much more accurate thao data being keyed in by a person. 

Vi.«ul~•amages 

• If the marks don't fill the space compl~y, or aren't in a dark enough pencil, they 
may not be read correctly. 

• Only suit.~ble for recording one out of a selection of 11Dswcrs, not suitable for text 
input. 

Opdcal Characur Recggn/.tiqn 

Optical Character Rooognition (OCR) uses a device that reads special pre-printed 
characters and converts them into InllChine readable form. Examples that use OCR 
charactcn; are - utility bills and pric;e tags on departme11t store merchandise. The wand 
reader is a common OCR scanning device. 

3.5.3 Fas. Macbloes 
A fax machine or facsimile transmissio11 machine scans an image and sends it as 
efocu-onic signals over telephone lines to a receiving fax machine, which re-creates the 
image on pap«. 

Dedicated FaJC Mqchino 

Gene1'81ly called simply .. fax machine11," dedicated fax machines are sp~ialized 
devices that do nothing except. send and receive fax documents. They arc found not 
onty in offices and homes but also along5ide regular phones in public places such as 
airportll. 

For the status conscious or those needing works from their cars, fu machines can be 
installed in their automobiles. The movie the player, for example, contains a scene in 
which the stalker of a movie studio executive faxes a threatening note. lt arrives 
through the fax m11Chine housed beneath the dashboard in the eitC>Cutive's range rover. 

The scaMer in a mi: mach.ine can also be used to scan 3raphics and other items and 
then send them to a computer 10 be saved as an electronic file and later manipulated. 



3.S.4 Imaging Systems 

An imaging system or image scanner coverts text, drawings and photognl{lhs into 
digital fonn that can be stored in a computer system and then manipulated. The system 
scans each image with light and breaks it into light and dark dots, which are then 
converted to digital code. 

An example of an imaging system is the Lype used in desktop publishing. This device 
scans in artwork or photos that can then be p0$itioned within a page of text. Other 
systems arc available for tu.ming paper documents into electronic files so that people 
can reduce their paperwork. 

Tmaging system technology has led to a whole new art or industry called electronic 
imagine. Electronic imagme is the combining of separate images, using scanners, 
digital cameras and advances graphic comruter. This 1eehnology bas become an 

· important plll't of multimedia. 

3.6 AUDIO INPUT DEVICES 
Audi.o input devices are used to capture sound. In some ca.~s, an audio output device 
can .be used as an input device, in order to capture produced sound. Audio input 
devices allow a user to send audio signals to a computer for processing, recording or 
carrying out commands. Devicies such as microphones allow users Iv speak to !he 
computer in order co recOJ<I a voice message <II' navigate software. Aside from 
recording, audio input devices arc also used with speech recognition software. 

Examples of lypes of audi.o input devices include: 

• Microphones 

• MIDI keyboard· or other digital musical in&trument 

3.6.1 Microphones 

,A microphone is an acoustic-to-electric transducer or sensor and is used to convert 
sound signals into electrical signals. It was originally invented by Emile Berliner in 
1877, and allows you to record voices or sounds and place them onto computers, 
generally as a wave file. 

To connect microphone, one bas to insert the plug of it into the back of C:ODlfluler 
system (generally written as mic next to it). lntegoted microphones can be found on 
laptops and some de8ktop monilors. These Microphones usually look like a small hole 
in front of the computer which when spoken into will reoord your voioe. 

Figure 3.16; Mk:rophone 
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3.6.2 MIDI Keyboard 
A MID1 keyboard is typically a piano-style user interface keyboazd device used for 
sending MIDI signals or commands over a USB or MIDI cable to other devices 
connected and operating on the same MIDI prowcol interface. This could also be a 
personal computer ru.oniug software such as a Digital Audio Workstation (DAW) that 
listens to and sends MIDI information to other MIDI devices connected by cable or 
running internal to the personal computer system. The basic M1D1 keyboard does not 
produce sonnd. Instead, MIDI information is sent to an electronic module capable of 
reproducing an array of digital sound~ or samples that resemble traditional analog 
musical i11strumenl8. These samples or waveforms are also referred to as voices or 
timbres. 

Figure 3.17: MIDI Keyboard 

3.7 VIDEO INPUT DEVICES 
Vi<leo input devices are used to digitize images or video from the outside world into 
the computer. Ille infonnation can be stored in a multitude of formats depending on 
the user's ~uirement. 

Types of video input devices include: 

• Digital camera 

• Digital camcorder 

• Ponable media player 

• Webcam 

• Microsoft l<inect Senror 

• Image scanner 

• Fingerprint scaooer 

• 3Dscal)Jler 

• Laser raogefinde.-

• Eye gaze tracker 

• Video Camera~ 

JJigital Ca,,,era 

Digital camern is a very popular input device tbal is used to capture photos. These 
pictures can be transferred to the computer as it can be connected to a computer 
through USR very e11sily. Many cameras provide facility to edit pictures with the help 
ofbuilt•.i.o functions. Pictures taken by !he catnera are stored in its own memozy. So no 
need it to record them on extra film. 



Figure 3.18: l>lglt•l Carner.a 

Digital Camcorder 

A camcorder or camera recorder is a portable clcclronic r-ecording dwice capable of 
recording live-motion video and audio for later piayback. Camcorders have three 
major compon1.,11ts •· a lens that gathers and focuses light, an imager that converts light 
into an electrical sigmd and a recorder that converts electrical signals into digital vide-0 
and ~-ncodcs them for storage. 

The first camcorders n:cordcd in one of two analog formats, VHS and l:Jetamax 
fomiats. Recording~ were stored on video tape casettes and replayed with a video tape 
cassette recorder (VCR) hooked up to a l{l(l(lltor, typically a TV set, As technology 
improved, otlter fonnats such as S-VHS, 8mm, Hi-8, and digi111l video (DV) and high 
definition video (HDV) became available. Th~e fonnats offered a sharper picture. 
better colour, more hours of recording and more efficient storage. 

Figuu 3.19: Digital Camcorder 

Digital video carocord<.:r fonnats include Digital8, MiniDV, DVD, hard disk drive, 
direct to disk. recording and solid-state, semi-conductor flash memory. Newer analog, 
and digital camcordeni use a solid-state charg~oupled imaging device (CCD) or a 
CMOS imsgec. 

Por1al>le Media Player 

The tetm portable media player {PMP) defines any type of po118ble electronic ~vice 
that is capable of handling digital media. Depending on the cepabilitics of the device, 
the types of media flies that can be playe<I include; digital music, audiobooks, and 
video. 
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Fit:ure 3.lO: Portable Media Player Devices 

Portable media playen are often generically named as \.1P4 players to dc5':ribc their 
multimedia capabilities. But, this shouldn't be confused with the idea that they are ju~t 
comp&tible with the MP4 format. Incidentally, the term PMP also contrast~ with 
another digital music tenn, DAP (digital audio player), which is usually used to 
describe MP3 playefS that can only handle audio. 

Exampla uf Dewees: Al; well as dedicated portable media playen;, there are other 
electronic devices that can also have multimedia playback facilities, thus qualifying 
them as PMPs. These include: 

• Smart:phones /cellpbooes. 

• Satellite navigation receivers (satnavs). 

• Digital cameNl5. 

• Internet tablets. 

• Smart watches. 

Wttbc(llff 

This is a very basic video camera used to feed live video into a computer. 

The video data from a web earn is low quality compared to a full vidoo camera. 
However, it is good eaough for web chats (e.g., using a messenger application such as 
MSN MessCllger or Skype). Usually a web earn is clipped to the top of a mooitor, but 
many laptops now have web cams built into the edge of the scrcCtl. 

I ,-1 -, 
I • • 

(.a) (b} 

Fl&un 3.21: (a) W~b Camera of!l-oteoook/Laptop and (b) li:der"al Web Camera 



Mlcro~oft Kinect Sensor 

Microsoft Kinect sensor is an advanced sensor to achieve high performance 3D image 
capture, facial recognition and voice recognition. The Kinect sensor is a popular 
sensor for robotics due to lhe advance capabilities it offers for human-robot 
interaction. 

The Microsoft Kinect sensor is made of: 

• A motorized pivot 

• A RGFl colour camera 

• A depth sensor 

• A microphone 

• A ~et of advanced ~oftware to capture motion and gestures 

The Kinect sensor provided here ha~ a dual USB cable/plug. The t:SB port allows 
connection to the PC that is ne()(led to process infonnation provided by the Kinect 
sensor and manage the behaviour of the robot. The plug provides power to the K.inect 
sensor. 

Figure 3.22: Kinect Sensor with a dual USB e•ble/plog 

Image Scanner 
Ao image scanner is a digital device used to scan iinagell, pictures, printed text and 
objects and then convert them to digital images. Image scannen are used in a variety 
of domestic and industrial applications like design, reverse engineering, orlhotics, 
gaming and testing. 11,e most widely used type of scanner in offices or homes is a 
!lathed scanner, aho known as a Xerox machine. 

Fi11ve 3.23: ln,.age Scanner 

The image scanner was introduced in 1957 by a team led by Russell Kirsch at the U.S. 
National Bureau of Standards now the Natioml Institute of Standards aod 
Technology. 

When a document is placed inside a sca.n.ner, tbe image is fir.st scanned and then the 
scanned data fa proceHed and sent to a computer system. Scannera can read red-sreen-
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blue colour from colour array and the depth of these colours is measured based on the 
array characteristics. Image resolution is measured in pixels per inch. 

Fingerprint Sc.inner 

Fingerprint Scannen; is a fingerprint recognition device for computer securil)' 
equipped with the f1ngerprint n:cogoition module featuring with its superior 
performance, accuracy, dul'ability based on unique fingerprint biometric technology. 

Hgure 3.24: Fingerprint ScaMers 

Fingeiprint Reader /Scanner is vo..-ry safe and oonvenimt device for security instead of 
password, that is vulnerable to fraud and is hard to remember. U5ing liSB Fingerprint 
Scanner / Reader. with Biometrics software for authcnticalion, identification and 
verification functiofll! that Jet your fingerprin~ act like digit.al passwords that callllot 
be Jost, forgoth,-n or stolen. 

3D Scanner 

A 3-0 scanner is an imaging device lhat collects distance point measurements from a 
real-world object and translates them into a virtual 3-0 object. 3•D scannen; are used 
for creating life-like image$ and animation in movies and video games. Other 
applications of 3-D scanning include 11:versc engineering, prototyping, architectural 
and industrial modelling, medical imaging and medical device modelling. 3-D printers 
can use data from 3-D sc!IJIS to create physical objects. 

J,Jpn: 3,2S: 3D Later Sanner 

• Con111c1-based 3-D scanner.i work in a number of ways. One type has a carriage 
system and a control flat bed on which the object rests, while arros take 
measurements. Another type bas .trticulaled anns, and measurements are 
calculated from the jofflt angles of tho$1l arms. 



• Optical 3-D scannen; use photographic, stereoscopic cameras, lasers or structured 
or modulated light. Optical scanning often requires many angl~ or sweeps. 

• Lai;er-based methods use a low-power, eye-safe pulsing laser wo1icing in 
conjunction wi1h a camera. The laser illuminat<.-s a blrgel, and associated software 
calculates the time it takes for the laser to reflect back from the target to yield a 3-
D image of the sca.tmcd item. 

• Non-laser light-based scanJJen; use.either light that is structured into _a patrem or a 
constantly modulated light and then record the formation the scall.lled object 
makes. Some medical tomographic sca»»ers use X-mys to create a 3-D X-ray scan 
inmge. 

L4Ker Ra11gcji11der 

Range finder, any of 'several instruments used · to measu.re the distance from the 
instrument to a selected point or object. One basic type is the optical range tinder 
modelled after a ranging device developed by the Scattisl\ firm of Barr and Stroud in 
the 1880s. The optical range finder is IJ&Ually classified into two kinds, coincidence 
and stereoscopic. 

Flgurt 3.26: A La&er Rangefll1der 

The coincidence range finder, used chiefly in cam~ms and for surveying, consists of 
an ao:angement of lenses end prisms set at each end of a tube with a single eyepiece at 
its centre. This uistrumcnt enables the user to sight an object by com,cting the parallax 
resulting from viewing simultaneollllly from two slightly separated p001ts. • The 
object' 5 range is detennined by measuri11g the angles f()!Tl)ed by a line of sight at each 
end of the tube; the smaller the angles produced, the greater" is the distance, and vice 
versa. The stereoscopic range finder ope.rates on much the same principle and 
resemble.& the coincidence type except that it bas two eyepieces in,;!ejld ('If one. 

The laser range tinder. like radar, measures distance by timing the interval between 
the transmission and reception of electromagnetic waves, but it employs visible or 
infrared light rather than radio pulses. Such a device can measure distances of up to J 
mile ( 1.61 km) to an accuracy of 0.2 incli (0.5 cm). It is especially useful in surveying 
rough terrain where remote points have to be located between rocks and brush. 
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Eye gaze Tracker 

Eye tracking is the process of electronically locating the point of a person'8 gaze, or 
following and recording the movement of the point of gaze. Various technologies exist 
for accomplishing this task; SQme methods involve att.acbmcnts to the eye, while 
other.. rely on images of the eye take.o without any physical contact. 

Jllgnre 3.27: Ey~ gaze Tratker 

One of the earliest applicaticra of eye-1.niCking was enabling computer access for the 
disabled. A device that pinJJOints the gaze point on a computer screen can allow a 
quadriplegic to opernte that computer by ''pointins" with the gaze aod "clicking" by 
blinking the eyelids or staring al a certain point on the scr<:en for a length of time, 

· thereby obtaining the functionality of a mouse. An on~creen keyboard and numeric 
keypad can allow for text lyping and calculations, and continuous eye-movement 
tracking can allow the user to draw diagrams or create graphs. 

Other Potentiul ApplJcldiollS 

• Providing new features for e-readel'S, such as displaying dictionary definitions for 
words !hat the reader stares at for a certain length of time. 

• Helping f'll(lllyzed people to operate wheelchairs and other mechanical devices, 

• Alerting drivers when their gaze wanders off the road. 

• Allowing surgeons to c.-ontrol instruments 'Nithout touching them. 

• Controlling common ho\lschold appliances such as TV sets and Hi-Fi equipment. 

• Diagnosing visual disorde:rs by detecting abnormal g;ize patterns. 

• Development of new gaze-b.ised or eye-movement-controlled video games. 

• Helping .markcten dctennine which parts of an advertisement people look at the 
most. 

• Monitoring the eye movement.!I of pilols in flight simulators. 

• Remote control of drones and guidoo missiles. 

. • Detecting abnocmal eye movements in SCUBA div= that might indicate nitroger, 
narcosis or oxygen deprivation. 

Vitko Cameras 

le is a device that captures moving images or video. Like a digital camera, most video 
cameras do not directly input data into a computer - the captured movies are stored 
on video.tape or memory cai:ds arid later transferroo co a computer. However, there are 
some situaHoos where v jdeo cameras do feed video data directly into s 



«imputer: television production and video-conferencing. 1n these situations the video 
data is required in real-rime. 

Pigu~ 3,211: Video Camera 

3.8 VOICE-INPUT DEVICES 

Voice-Jnput Devices are the latest input devices that can recognize lhe human voice. 
They seem to be very useful but al'e not popular due to storage of limited vocabularies 
and variations in the way of prooauncing words by different persons. 

Fill in the blanks: 

1. ____ is an acomtic-!Q-electric tran.~ucer or sensor and is used to 
convert sound signals into electrical signals. 

2. A ____ tablet is also called a graphics tablet or jl18t a digitfacr. 

3. To connect ___ _, one has to i.nsert the plug of it into tbe back of 
computer system. 

3.9 LET US SUM UP 

• A keyboard is a device used to encode data by key depression, which enter.; 
iJlformation into a system. 

• The keyt,oud converts alph11bets and numbers, and other special symbols into 
elcctrici1l signals that processor can understand and process. These signal., are sent 
to the computer's CPU. • 

• An object used as a pointing and drawing device. The mouse u.sually bas a ball 
and buttons and is coone<:ted to the system unit through s~ ))()It. 

• As a mouse is rolled across the flat desktop in any direction, it locates the pointer 
correspondingly on the screen. Then it issues commands using tbe selection 
buttons on the mouse. Mmy pottable microcompute:rs such as lapwps use crac'k 
balls instea.d of mice. 

• On the basis of buttons, mouse can be classified as: Two-buttoned mouse and 
Three-buttoned mouse. 

• On the basis of working mechanism and its architecture, mouse can be classified 
as Mechanical mouse, Opto-mechanical mouse arid Op1ical mouse. 
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• Mechanical mouse contains a rubber ball and a pair of rotating wheels. When the 
mouse is moved on the table, the ball rotates which results in rotation of the 
wheels and generates electronic signal. 

• Optical mouse operates using retlection of light It is easier to use but usually less 
reliable than mechanical mouse. The opto-mechanical mouse contains both 
mechanical and electtic component. 

• This pointing device is not moved about like a mouse, instead it has a large 
ball that the user spins. Data about which direction the ball is spun is passed to the 
computer . 

. • It can be used lo control a GUI pointer. Tracker balls are often used by rcople 
with limited movement (di,~abled) or by the very young since they arc easier to 
use than a mouse. 

• Joystick also known as 'Joypad'. ft is used mainly for playing games. The user 
moves the joystick left/right, forward/back and ilida about these movements are 
sent to the compute<". Small joysticks can also be found on some mobile phones. 

• Joystick originated as controlR for aircraft .aileron~ and ·elevators, and is first 
known to have been used as such on Louis Blcriot's B_lcriot vrrr aircraft of I 908, 
in combination with a foot-operated rudder bar for the yaw control surface on the 
tail. 

• A digital joystick gives only the on-off states of a group of switches, each 
corresponding to a direction of applied force. The aimplcsl form uses one switch 
for each of the cacdinal directions, and will usually allow for the activation of 
adjacent pairs, providing the popular "8-directiooal" capability. 

• A scanner is basically an input device that lets a user capture pictures and text and 
puts it into a digital format that can be edited and stored on a computer. 

• A scanner is generally characterized by I.he following clements: Resolution, The 
format of the document, Acquisition speed, Interface and Physical characteristics. 

• The types of scanner arc Flatbeds, Sheet-fed Scannm, Drum Scanners, Microfilm 
Sranners and Slide Scanners. 

' • Optical :Mark Reading (OMR) is a method of entering data into a computer 
system. Optical Mark Readers reads pencil or pen ,narks made in pre-defined 
positioos on lXll)er fonns as respons~ to questions or tick list prompts. 

• The OMR data entry system contains the information to convert the presence or 
absence of marks into a computer data file. 

• A bar code is a machine-readable code in the form of parallel vertical lines of 
varying widths. It is commonly used for labeling goods that are available in super 
markets and numbering books in libraries. 

• This code is sensed and read by a t>ar code reader using reflective light. The 
information recorded in the bar code reader is then fed into the computer, which 
recognizes the information from the thickness and spacing of the bars. 

• A Magnetic Ink Character Recognition (MICR) technology reads iron oxide ink 
pre-printed or encoded on ch~eks, deposit slips or on documents. 

• An MICR reader electronically captures data, by first magnetizing the magnetic 
inlc ch111acters and then sensing the .signal. 

• Light Pen is also a puinting device. We move it on the screen just like an 011dim11y 
pen but it work& wilh electricity. 



• Many pJastic cardst such as credit cards. have a: strip of material that can be
magnetized on the back. Data can he stored here in the form of magn!;:tized dots.

• A microphone is an acoustic-to-electric transducer or sensor and is used to convert
sound signals into elcctrica] signals. It was originally invented by Emi]e Berliner
in ? 877, and allows you to record voices or sound� and place them onto
computers, generally as a wave file.

• The video data from a web cam is lov.· quality compared to a full video camera.
However it is good enough for web chats. Usually a web cam is clipped to the top
of a m.onitor� but many laptoplii now have web cams built into the edge of the
screen.

• A device that captures moving i rnages, or video. Like a djgi tal camera, most video
cameras do not directly input data into a computer - the captured movies are
stored on video-tape or memory cards and later transferred to a computer.

' 
' 

3.10 UNIT END ACTIVITY 

'Make a list of application of Optical 'Mark Reading (OMR) and describe the 
application ofMICR. 

3.11 KEYWORDS 

Accessories: The drivers and user manual are usually _provided, but you. must check 
that connection cables are also provided; if not they must he purchw;ed separately. 

Acquisition Speed: Expr�scd in pages per minute (.ppm). the acqmsition speed 
represents the scanner's ahi]ity to pjck up a large numbet of pages per minut.e. The 
acquisition speed dependll on the document fotmat and the resolutkin chosen for the 
scan. 

Arrow Keyt: Li.l,..e the mouse, these keys are used t.o nav�gate thn-1ugh a. document or 
page. 

Backspactt: This key deJetes letters backward. 

C11ps Lock: Pressing this key will make every Jetter ·you type capitalimd. 

Conll'ol (Ctrl): This key. when pressed with another key. performs a shortcut. 

Delete: This key deletes letters fonvard. 

Enter: This key either iPVes you a new line, or executes a command {pressed in a 
word process.i:ng program.. it begins a new line). 

Number Keypad: These are exactly the same as the numbers at the top of the 
keyboard� some people just find them easier to use in this position. 

Resol•don: It expressed in dots per ihch (referred to as dpi), the r�fotion defines the 
fineness of the scan. The on:ler of magnitude of the resolution is around 1200 per 2400 
dpi. 
SJtift: This key, when pressed with another Key. wm perlocm a .gecondary function. 

Spacebar: This key enters a space between words or Jetlers. 

Tah: This key will indent what you type, or move the text to the right. The default 
indent distance is us11.1lly 1/:i. inch. 

61 

lllpul D�rices 



62 
Introduction to Computen. & 
li,fOl't'l'li'llion T~c.:hnulogy 

3.12 QUESTIONS FOR DISCUSSION 

I. What is a keyboard? 

2. Describe the com.manly used keys of the keyboard. 

3. What is a mouse? What are the types of rnouse on the basis of buttons and 
working m~hanism? 

4. What is a trackball? Write the differences between trackball and mouse. 

S. What is a joystick? What are the application of joysticks in aviation and 
gamming? 

6. What is a scanner? What are the characteristics of a scaMer and ~ypes of scanner'? 

7. What is an Optical Mark Reader (OMR)? What pe the main advantages and 
disadvantages of OMR technology? 

S. What is a baccode and barcodc reader? Wbat arc the types of baroode? 

9. What are a Magnetic Ink Character Reader (MlCR) and Digitizer? 

JO. Write short notes on the following: 

(a) Card reader 

(b) Voice recognition 

l I. Write a note on ttie webcam and video cameras also differentiate them. 

Check Your Progress: ·Model Answer 

l. Microphone 

2. Digitizer 

3. Microphone 
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4.0 AIMS AND OBJECTIVES 

After srudying this lesson, you shouJd be ab le to: 

• Explain the computer display and vw:ious characteristics

• Describe the types of VDU

• Discuss the various types of printers

• Ex.plain the work of plotters

• Describe the role of computers output micro files

• Explain the use of multimedia projector
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4.1 INTRODUCTION 
Output devices of computers are types of peripheral hardware conn~ted to lhe 
computers either using cables or over a wireless network. An output given by the 
computer can be io the fonn of a display on the screen or a printed document or a 
sound that is played. No matter, whether you have a desktop computer, laptop 
computer or supercomputer, you wiU n:quire at least one output device. 

4.2 CONCEPTS OF OUTPUT DEVICES 
Output devices are hardware components, which are used to display or prill! the 
processed iofonnacion. We are discussing below the structure, working and uses of the 
common output devices. 

The major output devices are: 

l. VDT 

2. Monitors 

3. Printers 

4. Plotters 

4.3 SOFT COPY VS. HARD COPY OUTPUT 
Output device is a peripheral device that allows computer to communication 
information to humans or another machine. 

Output devices an: mainly divided into two types: 

(a) Softcopy devices 

(b) Hardcopy devices 

4.3.1 Softcopy Devices 

Softcopy devices give screen displayed output which is Jost when the computer is 
turned off. Softcopy devices enable viewing of work, which allow correction and 
rearraogement of materials to suit specific needs. Monitor, PC, projectors and VDT 
(Video Display Terminals) are cbe examples of softcopy devices. 

4.3.2 Hardcopy Devices 
Hardcopy devices give the output in a hardcQJ>Y like printed in paper. The output is 
permanent. Princers, plotters are the examples of hllrdcopy output devices because 
they print the output in bard paper. 

4.4MONJTOR 
A computer display is also called a display screen or video display tenninal (VDT) 
(sometimes Visual Display Unit). A monitor is a screen used to display the output. 
Jmagea are represented on moniton by individual dots called pixels. A pixel is the 
smallest unit on the screen that can be turoed on and off or made different shades. The 
density of the dots detmnines the clarity of the images, the resolution. 

4.4.1 Characteristics of VDU 

• Scrttn raal11tion: This is the degree of sharpness of a displayed character or 
image. The screen resolution is usually expressed as the number of columns by the 
number rows. A 1024x768 resolution means that it has 1024 dots in a line and 768 



lines. A smaller screen looks sharper on the same resolution. Another measure of 
di.splay resolution is a dot pitch. 

• lnteruu:ed/Non•inkr/aced: An interlaced technique refreshes the lines of the 
screen by exposing all odd lines first then all even lines next. A non-interlaced 
technology that is developed later refreshes all the lines on the screen from top to 
bottom. The non-interlaced method gives more stable video display than 
interlaced method. It also requires, twice as much sig11al information, as interlaced 
technology. 

4.4.2 Types of VDU 

There are two forms of display: 

1. Cathode Ray Tubes (CRTs) 

2. Flat Panel Display. 

Cathode Ray Tube.& (CRT) 

A CRT is a v~uum tube used as a display screen for a computer output device. 
Although the CRT means only a tube, it usually refers to all monitors. IBM and !BM 
compatible microcomputers operale two modes unlike -Macintosh based entirely on 
graphics mode. They are a text mode and a graphics mode. Application programs 
swi_tch computers into appropriate display mode. 

Fipre 4,1: CRT Dilplay 

• Mo11ochro11te MoniJon: A monochrome mooitor has two .:olours, one for 
furegrouod and the other for background. The colours can be white, amber or 
green on a dark (blaek) background. The monochrome monitors display both text 
and graphica modes. 

• Cowur Monitors: A colour monitor is a di&play peripheral that di!p!ays more than 
two colours. Colour monitors have been devel,oped thtough the foliowing paths: 

<I> CGA: This stands fur Colour Graphics Adapter. It is a circuit board 
introduced by IBM end the first graphics standard for the IBM PC. With a 
CGA monitor, it is harder to read than with a mooochrome Jllonitor, because 
the CGA (320 x 200) has much fewer pixels than the monochrome awnitur 
(640 x 350). It supports 4 oolout'$. 

❖ EGA: It slllnd& for E~d Graphics Adapter. EGA is a video display 
standard that has a resolutiou of 640 by 350 pixels fllld supports 16 colours. 
EGA supports previo-u display modes and requires a new monitor. 

+ VGA: VGA stands for Video Gnipbics Arn.y. This is a video display standatd 
that provides medium to high resolutioo. ln a text mode, the resolution of this 



66 
fnrrod~rion to Computers &, 
foformc.tion Te~hnology 

board is 720 by 400 pixels. Jt supports 16 colours with a higher resolution of 
640 by 480 pixels and 256 coloUis with 320 x 200 pixels. 

❖ Super VGA: This is a very high resolution standard that displays up to 65,536 
colours. Super VGA can support 16.8 million colours at 800 by 600 pixels and 
256 colours at 1024 by 768 pixels. A high-priced super VOA allows 1280 by 
l 024 pixels. Larger monitors ( 17" or 21 • and larger) with a high resolution of 
1600 by 1280 pixels are available. VESA (Video Electronics Standards 
Association) has set a standard for super VGA. 

F1'lt Panel Di.splays 

Portable computers such as a laptop uses llat panel displays, because they are 1nore 
compact and consume less power than CRTs. Portable computers use several kinds of 
flat panel screens: 

Flgu~ 4,2: Fl•t Pnel Display 

• Liquid-Crynlll Dilp/11ys (LCD,); A display technology that creates characters by 
1neans of reflected light a11d is commonly used in digital watches and laptop 
computers. LCDs replaced LEDs (light emitting diodes) because LCDs use less 
power. LCDs are difficult to read in a strong light, because they do not emit their 
own light. Portable computers wanted to have brighter and easier to read 
displays. Backlit LCDs are now used for this purpose. 

❖ Backlit LCDs: This is a type of LCD display having its own light source 
provided from the back of the screen. The backlit makes the background 
brighter and clear, as a result the texts and images appear sharper. However, 
thi~ still ;s 1~uch less clear than CRTs. Thus, better wcbnology is needed. 

+ Active M4trix LCDs: This i& an LCD display technique in which every dot on 
the screen has a transistor to control it more accurately. This uses a transistor 
for each monocbro111t or each red, green and blue dot. It provides better 
contrast, speeds up screen refresh and reduces motion smearing. 

• Llgltt Emitting Displtq (LED): A flat panel display tedmology 1hat actively emits 
light at each pixel when it is etectronic charged. This provides a ~harp, <.:!ear image 
and wide viewing angle. The EL display type of flat pwel is better than LCD. 

• Gas Plasma Displays: This is also called a gas panel or a plasma panel and is 
another flat screen technology. A plasma panel conlains a grid of electrodes in a 
flat, gas filled panel. The image can per,irt for a long time without refreshing in 
th.is panel. The disadvantages of the gas plasma displays are that they niust use 
AC power and cannot show sharp contrast. 



4.5 PRINTERS 

A printer is an output device that produces a hard copy of data. The resolution of 
printer output is expressed as DP!. Printers can be classified into different types in 
several wayi;. 

First, the printers can be divided into three categories by the way they print 

I. Serial Printers: Also called a character printer. Prints a single character at a time. 
They are usually inexpensive and slow. 

2. Line Printers: Print a line at a time. They are expensive and very fast. Line 
printers use a band, a chain, etc. 

3. Page Printers: Also called a laser printer. Print a page at a time. They usually use 
a laser to produce page images. Quality is best. This iJ a little hit expensive, but 
the price of the personal laser printer ls decreasing. The price range of the 
personal laser printer is around $400, today. 

La$er Printers 

A laser printer is a printer that uses the electro-photographic meUwd used in a copy 
machine. The printer uses a laser beam light souroe to create images on a photographic 

· drum. Then the image,i. Oil the drum are treated with a magnetically charged toner and 
then are tran.~ferred onto a paper. A heat source is usually applied to make the images 
adhere. 

ln 1984, Hcwlctt-Packud introduced the first desktop laser printeJ", called the 
LaserJet. The laser printec revolutionized personal computer printing and has 
spawned desktop publishing. 

Figure 4,3: HP Pt007 La1tt PJ-iater 

The laser printer produces high-resolution leuers and graphics quality images, so it is 
adopted in applicatioM requiring high-quality output. AlllwtJ8h a high-priced colour 
laser printer is also available in the market, a less expensive, desktop gray scale laser 
prinier is widely used. Recently, the laser prinler is gaining its ma,ket share 
dramatically, mainly because of price economic and the quality. 

Second, printers can be classified into two forms according to the use of a hammer. 

I. Impact Printer,: Hammer hits rihbons, p1tpers or pril\t head. Dot-matrix and 
daisy-wheel printers are the example. 

Dot Matrix Printers: Dot-matrix printers MC printers that write characters and 
fo,m gni.phic inllges uses one or two columns of tiny dots on a print head. The dot 
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hammer moves i;ena!ly across the paper and strikes an iokc<l-ribbon and creates 
images on paper. 

Dot matrix printers arc popular printers used with microcomputers, because the 
printers are highly reliable and inexpensive. They are used for tasks where a 
high-qulity image is not essential. Many users, however, move from dot printers 
to laser prillr.ers, because the price of laser printers. is falling down. Several kinds 
of dot matrix printers are available with prinl b.eads that have 7, 9, 18 or 24 pins. 

Figure 4..4: Dot Manu Printers 

2. Non-imp,u:t Printers: They do not have the hammer and do not hit. An example is 
an ink-jet and laser printer. 

JIik-jet Prillkff 

Ink-jet i, a printer mec:hani~m that &prays one or more coloW" ofink at high speed onto 
the paper and produc<:a high-quality printing. This printer also produces colour 
printing as well as high-quality image. Thal is, ink-jet printers can be used for variety 
of colour printing at a relatively low cmt. Ink-jet priming has two methods: 
Continuout stream method and drop-<>n-<iemand method. 

Figure 4.!: HP DESKJET 3745 Inkjet Printer 

Another classification can be made by the way they form characters. 

• Bu-Mopped Prinun: Image! are formed from groups of dots and can be placed 
anywhere on the page. They have many priming option~ and good printing 
quality. They use PostScript as a standard language for instructing a 
m.ic:rocomputer. 

• Char11,,,_.,,,,,eti Pru,r.rs: Printer print c.lwacten; into the lines and colwnns of a 
page. T.bese printers use predefined set of characters and are restricted in position 
of characters. 



The pictures of some of the printers are shown in Figur<: 4.6. 

Figure 4.6: Various Types of Printers 

4.6PLOTTER 

Plotter is an important ou!J)Ut device, used to print high q.,ality graphics and drawings. 
Although the graphics can be printed on printers, the resolution of such printing is 
limited on printers. Plotters are generally used for printing/drawing graphical images 
such as charts, drawings, maps elc., of er,gineeri.ng and scientific applications. Some 
important types of plotters are shown in Figure 4. 7 and are discussed below: 

(i) Flat Bed PlOltllrs: These ploucrs print the graphical images by moving the pen on 
stationary tlat surface material. They produce very :accurate drawings. 

(ii) Dru1" Plotteni: These plotters prinl graphical image& by moving both the pen and 
the drum having paper. They do not produce as accu111te «h1iwings as printed by 
flatbed plotters. 

(iii)In.kjet Plotters: These plotters use inkjets in place of pens. They are faster than 
.flatbed plotters end can print multi-colounid large drawings, 

Figure 4. 7: Various Types of Plotten 

4. 7 COMPUTER OUTPUT MICROFILM 

COM consists of: 

l. A high-speed recorder that trllllsfers digital data onto microfilm using laser 
technology; and 

7,. A processor that develops the microfilm once e.xpcsed to a light source. A COM 
recorder can operate ~on-line" or "off-line," meaning that it can be connected to a 
single co~ter, a local or wide-area network, a miniC)Offlputer, or a mainframe 
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computer. In addilion, the recorder c11n operate independently as a stand-alone 
device that reads digit.II data from fonnatted mttgnetic media, such as tape. 

A COM recorder generally operates with: 

I. A duplicator that generates CQpies of microfiche; and 

2. A sorter that separates duplicate microfiche cards into bins for easy, end-point 
distribution. Each functional unit is connected \o the next, providing a linear path 
from creation to end-point distribution of the microfiche. 

4.7.l COM to CD Service 

MIS can also arrange for Compact Disc transfer iservice. Data that has been transferred 
to COM for retention purposes can be transferred to CD-ROM for case of access and 
very high storage capability. 

The cos\ of this service varies based on the number of frames recorded to CD. 

4.7.l What are the Benefits of COM? 

COM offers many advantag.es that assist agencies with efficient office operation~ and 
adherence to sound records maoagement principles. Key benefits include: 

1. Reduction of Ptlf}er: 0Pe of tlte primary objectives of providing COM is to 
decrease paper use as allowed by Public Law 40-1979, Section 16, which 
authorizes recoxding, copying, and reproducing records by photostatic, 
photographic, or micrographic process to reduce storage space. A one-cubic-foot 
box of paper records hold! an average of only 3',000 pages, One microfiche card 
holds 230 documents {or images), and a one~ubic-foot records stotage box holds 
6,000 microfiche cards ·· · a minimum of 1,380,000 pages. To store that many 
paper documents, 460 one-cubic-foot records storage boxes would be needed. 

2. Cost Reduction: Using COM to store or distribute infonnarion is more 
economi~I than most eleclronic media, and is even less expensive than paper. 
The cost of printi.lJg :a standard S"x I I" p~ge from a centralized printer is 
approximately three cents per sheet, versus only 0.0033 cents per sheet for COM 
microfiche. Other cost savings can be realized through the decrease in office and 
warehouse spac,; needed to store paper documents, 

3. J111pnn>ed Qu4lit;y: The newest COM technology provides superior image quality 
for improved user productivity. Such features as enhanced tjtling, enlarged file 
break$, and he.r coding make access and filing easier. Improved quality also means 
reader and printer copiea lha1 arc legible. 

4. I111prtnWI Service: The -use of COM t<e1Vices nutsnur<Jed by MIS helps reduce the 
risk of lost tapes and slow turn•aroWld times from individually-rontractcd 
vendors, thereby offering agencies quick access to high-quality microfilm images. 
Initial tnnsfer of information from the agency to the Microgrnphics lab is also 
simple and quick: database (ASCII or EBCIDIC) or image (TIFF Group JV) files 
may be sent directly from your agency's computers to the Micrographic~ FTP site 
for transfer to fiche. Contact the Mi;;rog,:aphics Jab fo.: ~pecific file-type 
requirements and FTP address. 

5. Electronic Record Retentiolt/Al'dtiving: With the prolifenilion of electronic 
records, and with few rules governillg the purchase and use of imaging systems, it 
is vitally imporumt that state agencies have the means to archive record~ from a 
variety of electronic sources. Using COM, electronic records can be moved from 
diverse, inoompatible electronic storage systems to a "universe.I" reader. COM 
provides a sophisticated electronic records management tool that ensures proper 



rctc.11tion of archival records, by decreasing any unauthorized destruction of 
records and increasing public access. 

4.8 SPECIAL PURPOSE OUTPUT EQUIPMENT 
The following list contaills many different output devices: 

• 3D Printer 

• Braille embosser 

• Braille reader 

• l'latpanel 

• GPS 

• Headphones 

• Computer Output Microfilm (COM) 

• Monitor 

• Plotter 

• Printer (Dot matrix printer, Inkjet printer and Laser _printer) 

• Projector 

• Soundcard 

• Speakers 

• Speech-generating device (SGD) 

• TV 

• Videocard 

4.8.1 Multimedia Projec:tor 

It is a hardware device with which an image and text is projected onto a flat screen. 
Image data is sent to the vidoo card by the computer which is then translated into a 
video image and sent to the projector. A projector is often used in meetings or to make 
prescntatioDS as it allows the display to be visible to a larger audiwce. Ceiling mount 
projector and table mount projector are the two typeS of projectors available in the 
market today. 

r _ ... · • 

. Figure 4.8: Projedor 

Technical Considetation 

-

Criteria to e11t11INtltt1 sNitllble projeclQr: StaJlonary or Mobile: lt is useful to coosider 
where the digital projecior will most often be used. Will it be stationary or will it ~ 
used in different plaCCI. Ir the projector is to remain in one spot, a projector that best 
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meets the condilious of that location can be purehai;ed. Stalionary projeaors are 
typically ceiling mounted, and connecled by cable to the appropriate PC. In lhese 
situations, a power sooket is needed to be available above lhe ceiling and close to the 
projectoc. If the proja::ior i3 likely to be moved around, a portllble projector that can 
adapt readily and cope with varying light and screen distance conditions should be 
purchased. A suitable robust trolley is an appropriate means of transport within the 
school. 

I. L11mi11115ity (Brightness): The luminosity of a digital proj~tor is measured in 
lumens and it is the primary consideration when purchasing a digital projector. 
The brightness of the image displayed is also affected by the amount of light 
available in the room. Window blind$ may be needed to regulate the amount of 
external daylight entering the room. Modem projectors have two luminosity 
settings, namely - (a) standard and (b) eco mode. In eco mode, the lumiAosity is 
set at the lower setting which coupled with lower noise is more appropriate for a 
regular clas.sroom environment 

2. Resi,lution: The resolution of lhe data projector is another major factor. The 
resolution of computer screel'IS has te11ded to increase in recent ycan;. A cornputbr 
screen .resolution of 800 x 600 is referred to as SVGA, while a scr~ of I 024 x 
768 is referred to as XGA. Data projectors will typically project their own native 
resolution, but wi!J also compress a higher resolution. This compression will result 
in some loss of definition. Since most school computers will be lhe XGA 
resolution, and ne.wly all laptops have XGA or higher, projectors with X<iA 
resolution are strongly recornmended. A digital projector should aulOIDalically 
detect the resolution and type (analogue or digital) of incoming video sigJ)l,l (from 
the computer) and lldjust accotdingly. 

3. Ct111tr;m Rado: Another image quality indicator to be considered when reviewing 
a digital projector .specification is the contxast ratio. This is denoted in proportions 
such as 400: I. The contrast ratio indicates differences in brightness in the unit's 
projection of black and white. The greater the ratio, the more colow detail the 
projec!Qr can show. Schools should seek a contrast ratio of 400: l or greater, as 
lower ratios may c:rcate less sharp or blurred looking images. 

4, LCD vs. DLP Tecliulogiu: There are two main projector technologies available 
when you are considering what type of projectors lo gel LCD {Liquid Crystal 
Display) is the moot common type of data projector available. DLP (Digital Light 
P~sing) is a newer technology which used thousands of liny min-ors lo create 
lhe image. It is &mailer than a LCD projector filling a demand for small light 
weight projectoiw. It also produces a smoother video image. Both technologi<:s are 

· suitable for school&. 

5. Lamp Life: The la.mp (or bulb) inside a digital projector is key to its functiOlllllity 
and it i& important to bave information about its lifespaa and cost of replacement 
prior lo puroh11se. Most lamps are pre-insbllled and manufacturers gwu:antee them 
for 6 months or between 1,000 and 4,000 holll'8 of use. The lamp will need to be 
replaced at some point, &0 it is worth checking the price and lifespan of individual 
manufacturers' bulbs. Most lamps have a lifespan of 3000 bQJlfll, but some ooly 
last 1,000 to 1,500 hours even though they are priced iilnilarly. Some providers 
will offer a free spare lamp. Replacement lamps (outside of lamp warranty) will 
typically cost € I 50 - €300 depending on the model. A significant factor in how 
long a proj~tor bulb will operate well is determined by the number of times it is 
turned on and off dllrill8 its lifetime, Many projectors have recommended 
powering off proc-edures which if adhered to will prolong the life of the bulbs, 
Alternatively not adhering to thae can significantly shorten the bulb life. 



6. Si,;e 1111d Weigl,/: If a digital projector is to remain in one location, its size and 
weight will not be a key consideration. However, if a s.::hool intends to move the 
projector between classrooms, then weight and size are of major importance. The 
weight of a digital projector can· vary from 2kg to 5kg, and size can vary from AS 
to A3. All digital pro~tors should come with a soft carry case, capable of holding 
the digital projector and all of its cables and accessories. 

7. Keystone Correctio,c: Keystone correction adjusts for the fact that if a projector is 
directecl towards the screen at an angle, the projected image will be distorted; the 
edge furthest away from the projector will be wider than the edge closest to the 
projector. In other words, the image will appear in the shape of a trapezoid. The 
projecto-rs keystone correction feature can correct this Urus allowing the audience 
to view a rectangular image rather than one with a wider top or bottom. 

8. Noise Jevel/Ecn ModdBriglitness: Low level~ of pr~tor noise are importaut 
especially in smaller classrooms or learning areas. Projector noi8e is 1YJ)icaily 
caused by the interosl fan which is used to cool the bulb. The lower the noise
level the better it is. Levels of 39dBA in normal mode or 33dBA in Eco mode are 
considet'lld quite well. Switehing to ECQ mode can also extend the bulb life by 
reducing the brigblness, associated heat levels, and power consumption. U3C in 
Eco mode is recommended as the lower brightnell~ levels may be more 
appropriate for regular use ~ially in classrooms. 

9. Maintena,cce and Can: When a digital projector is purcl!a&~ it is advisable to 
ensure that all school staff is appropriately trained on how to operate and take care 
of this expensive piece of equipment. For exmiple, it is impommt to lmow that the 
lamp should be allowed to cool down fully after tutning off the digital projector. 
The internal cooling fan may run fur S minutes after the machine has been 
'switched off' ood, after this period, it automatically tums itself off. The projector 
should not oo unplugged wilil this has taken place. 

1 O. Sei:Mrity: Schools should be aware that projectors IIUIY be seen as attractive target 
in schools. CerlJ!.in models have clear labeling and markings indicating to potential 
thieves that the projector will not operate witho11t a tilCUri.ty code, such features 
may be useful in a school &etlini. 

4.8.2 Audio Respoose Unit (ARl") 

ARU pennits compute!'.$ to talk to people, It womi in the following manner. 

All the sounds needed to process· the possible inquiries are provided on a storage 
· medium. Each sowid is given a code. When enquiries are receiv~ the processor 

follows a set of rules to create a reply message in a coded fonn. This coded ~sage is 
then ll'Sns.mitted to llll audio-response device. The sowids are assembled in proper 
sequence. The audio message is transmitted back to the sbltion requesting the 
information. 

A common example of an ARU is tile way messages and ttain schedule~ are narrated 
on railway stations having automatic enquity 8ystem. 

4.B.3 Photographic Outpnt 

It 1s in the form of a high resolution image on the photographic film. It is capable of 
storing large quantitic:s of data in readable character fonn in a relatively small space. 
Photographic output may bike two forms: micro film and micro fiche. 

• Micro Film is an ordinary film in one of the standard widths, most commonly 
6rom. Its density is vezy high. It is used to store data for future viewing. 
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• Micro fiche Micro fiche is a sheet of film I 05mm by 148mm, containing a 
rectangular pattern of pag~. These patterns of pages are 80 at a reduction of 2S 
times or 224 at a reduction of72 times. Special viewers are available to magnify a· 
page at a time up to readable size. Normal printouts can be photographed onto 
micro film or micro fiche. 

Fill in the blanks: 

I. There are two forms of display: Cathode-Ray Tubes (CR.Ts) and __ _ 
Display. 

2. Dot-matrix and daisy-wheel printers arc the example of ____ prinier. 

3. ____ printess are printers that write characters and form graphic 
images using one or two colullll18 of tiny dots on a print he-dd. 

4. A ____ printer is a printer ihat uses the electro-photographic 
method used in a copy machine. 

5. Computer output microfilm (COM) is a process for copying and printing 
data onto ____ from eloctronic media found on personal, mini, or 
mainframe computer&. 

6. A ____ is often used in meetings or to make presentations as it 
allows the di$play to be visible to a larger audience. 

4.9 LET US SUM UP 

• A computer display is also called a display screen or video display terminal 
(VDT) Visual Display Unit. A monitor is a screen used to display the output. 

• Images arc represet1tcd on .monitors by individual dots called pixels. A pixel is the 
smallest unit on the screen that can be turned on and off or made different shades, 

• The characteristics of VDU are Scn:en resolution and Interlaced/Non-interlaced 

• The types of VDU ,are Cathode-Ray Tubes (CRTs) and Flat-Panel Display.x. 

• A CRT is a vacuum tube used as a display screen for a COlllj?Uter output device. 
Although the CRT mean.~ only a tube, it usually refers to all monitors. 

• A printer is an output device that produces a hard copy of data. The resolution of 
printer output is expre53ed as DPI. Printers can be classified inlo different types in 
several ways. 

• First, the printe.rs can be di vidod into throe categories by lhe way they jxint: Serial 
Printers, Line Printers a.nd Page Prioters. 

• Printers can be cla:-.sified into two fonns according to the use of a hammer: Impact 
Printers and Non-impact Printers. 

• Another classification can be made by the way they form characters: Sit-Mapped 
I'rinters t1nd Character-based Printers. 1 · 

• Dot-matrix printen; are printers that write characters and form graphic images 
using one or two colwnns of tiny dots on a print head. The dot hammer moving 
serially across the paper strikes an ioked-ribbon and creates images on paper. 

• Ink-jc:t is a printex, mechanism that sprays one or more colour of ink at high speed 
onto the paper and produces high-quality printing. This printer also produces 
colour printing as well as high-quality image. 



• A laser printer is a printer that uses the electro-photographic method used in a
copy machine. The printer uses a laser beam light source to create images on a
photographic drum. Then the images on the drum are treated with a magnetically
charged toner and then are transferred on to a paper. A heal source is usually
applied to make the images adhere.

• Plotter.;. } ike prin tersr create a hard copy rendition of a digitally rendered design ,
The design is sent to a plotter through a graphtcs car<l and the image is created
usmg a pen.

• 1n simple words, plotters basically draw an image using a series of straight lines.
This device is used with engineering app]ications. Drum plotter uses a drum. on
which the paper gels wrapped. The plocter pen moves across the drum to pro<luce
plot-..

• Computer Output Microfilm (COM) is a process for copying and printing data
onto microfilm from electronic media found on persolllll, mini, or mainfro1me
computers.

• M1 S can al so armnge for Compact Dtsc transfer ser.ric'e. Data that .has been
transfened to COM for retention purposes can be tnmsferred to CD-ROM.for ease
of access and very high storage capability.

• Key benefits of COM include� Reduction of Paper. Cost Reduction, Improved
Quality, ]mproved Sen.·•ce and Electronic Record Retention/ Archiving.

• A projector is often used in meetings or to make pm;ientations as it aHows the
display to be VtsibJe to a larger audience. 'ceilin{I mount projector and tabJe mount
projector are the tvm types of projectors available in the market tuday.

• Criteri& to evaluate suitable projector: Lumiaosity (Brightness), Resolution,
Contrast Ratio, LCD vs. OLP Technologiei� Lamp Ufe, Size and Weight,
Keystone Corr�lion, Noise leveVEco Mo<le/Brigbtnc!s, Maintenance an<l Care
and Security.

4.10 UNIT END ACTJVITY 

Make a list of output devices used in daily day life. 

4.11 KEYWORDS 

Saeen Resolution: This is the degree of sharpness of a. displayed character or image, 
The screen rcsoJution is usually expressed as the number of columns by the number 
rows. 

Interluced/Non..;nterlaud: An interlaced technique -refreshes the line!ii of the screen 
by exposjng all od<i lines first then all ev_en Jines next. A non-interlaced technology 
that is developed Jatcr re freshes all the lines on the screen from top to bottom. The 
non-interlaced method gives more stable video display than interlaced method. 

CGA,: This sLands for Colour Graphics Adapter. With a ,CGA monitor, it is harder to 
read than with a monochrome monitor, became the CGA(320 >< 200) ha5 much fewer 
pixels than the monochrome mom.tor (640 x 350). It supports 4 colours. 

EGA: It stands for Enhance<l Graphic s Adapter. EGA is a video display standard.that 
has a resolution of 640 by 350 pixe]s and supports 16 colours. EGA supports previous 
display modes and requires a new monitor. 

VGA: VGA stands for Video Graphics Amy. This is a video display standard that 
provide& medium to high resolution, 1 n a text .mode, the res<:dution of this hoard is 720 
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by 40-0 pixels. It supports 16 colours with. a higher resolution of 640 by 480 pixels and 
256 colours with 320 x 200 pixels. 

Super VGA: This is a vc-;ry high resolution standard that displays up to 65,536 
colours. Super VGA can support I 6.8 million colo-urs at 8()0 by 600 pixels and 256 
colours at I 024 by 768 pixels. 

Buck/ii LCDs: This is a type of LCD display having ifs own light source provided 
from the back of the screen_ The backlit makes the background brighter and clear, as a 
result the texts and images appear ~harper. 

Serial Printers: Also calkd a chsracter printer. Print a single character at a time. They 
are usually inexpensive and slow. 

line Printers: Print a line :at a time. They are expensive and very fast. Line printen; 
use a band, a chain, etc. · 

P11ge Printers: Also called a laser printer. Print a page ai a time. They usually use a 
laser to prodll(le page iraagi:,s. Quality is be~t. 

Jn,pact Printers: Hammer hits ribbons, papers or print head. Dot-matrix and daisy
wheel printers are the example. 

Non-Impact Prlnten: They do not have the hammer and do not hit An example is an 
ink-jet and laser printer. 

8#,.Mapped Printers: Images are formed from groups of dots and can be placed 
anywhere on the page. They have many printing options and good printing quality. 
They use PostScript as a stacdaro language for inatructing a microcompuler. 

Charactu-based Printers: Primer print characters into the lines and columns of a 
page. These printers use pnedcfined set of characters and are restricted in position of 
characters. 

4.12 QUESTIONS FOR. DISCUSSION 

1. What is a monitor? What are the various criteria of monitor? 

2. What are the types of VDU? 

3. What is the roll ofprintefl 

4. What are the classifications of printer according to different criteria? 

S. How do a dot matrix prinmr works? 

6. How do an inkjet priDten works? 

7. What is the work of plotter? 

8. What do you mean by Computers Output Micro Files (COM)? 

9. What is the roll of COM to CD Servi~? 

I 0, What are the benefibi of COM? 

I 1. What is a multimedia projector? ¥.'hat are the various criteria to evaluaie suitable 
projector? 



Check Your Progress: Model Answer 

1. Flat-Panel 

2. Impact 

3. Dot-matrix 

4. Laser 

5. Microfilm 

6. Projector 
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5.0 AIMS A.:�D OBJECTIVES 

After studymg this les111on. you. shouJd be abl� to: 

• Explain the concept of central proce86ing unit

• Dis.cuss the flowchart of CPU operation

• Explain arithmetic i'Lnd logic unit and how an ALU works

• De:scribe the functtons of the contro] unit

• Ana1)'8e n,giirteis and instruction set

• Know about how to choose processor speed
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5,1 INTRODUCTION 

Computer is an advanced electronic device that takes raw data as an input from the 
user and processes it under the control of a set of instructions (called program). 
produces a result (output), and saves it for future use. This lesson explains the 
foundational concepts of oentral processing unit, arithmetic and logic unit, control unit 
and registers. This lesson will also explain the instruction set and processor speed. 

S.2 WHAT IS CENTRAL PROCESSING UNIT? 

It is the part of the computer that_ carries out the instructions of a computer program. It 
is lite unit that reads and executes program instructions. Hence it is considered as the 
brain of the computer, 

Central Processing Unit (CPU) consists of the following features: 

• CPU is considered as the brain of the computer. 

• CPU performs all types of data processing operations. 

• It stores data, intermediate re~utl8. and instructions (program). 

• lt controls the openition of .all parts _of the computer. 

CPU consist$ of the following three components: 

1. Memory or Storage Unit 

2. Control Unit 

3. ALU (Arithmetic Logic Unit) 

CPO 

C-..IUntt 

* t 

Ov!pu! 0..10,1 

Flprt 5.1; Block Diagram of• Cotll{luter 

The components of CPU communicate among themselves with the help of an internal 
set of wires called ·Bus'. Just as bus~ cany people from one place to another, here 
these wires are used to carry data ftom one unit to another hence the lllll1le BUS. There 
are different kinds ofbwies for different purposes. 

5.2.1 Data Bus 
The data bus carries the data that is transferred from one unit to another. Generally a 
data bus is a bi-directional bm. This means !Ital data can travel in both the directions. 
The size of a bus determines how much data can be transferred at one time. If the 
width of data bus is 16 then 2 by1es of data can be tnmsferred at a time. 



The need of data transfer may arise due to interaction between memory and CPU, 
input output unit and processor, etc. 

5.2.2 Address Bus 

Every information stored in the memory is identified by a unique number called an 
'address'. This address needs to be supplied to this memory for aocessing of data, The 
address bus carries the address of the data to be accessed. The number of memory 
locations that a CPU can address is detennined by the number of address lines. If the 
CPU has no address lines then it can address zn different addresses in tbe memory and 
other 1/0 equipment. The address bus is un-directional - from CPU to memory or 
from CPU to 1/0 unit. 

5,2.3 Control Bus 
It is the most iinponant bus of the system. It controls nearly all the operations in the 
CPU. The most common control bus signals are the read-write signals. To read from 
memory unit, the CPU places the address on the address bus, i.e., location from where 
data is to be _read and initiates the read control signal. 

The control bus is also unidirectional because control signals are initiated only by tbe 
CPU. 

The cenb'al processing unit is the most important hardware component of a computer 
system. It is known as tbe CPU, the central processor or instruction processor, and the 
main microprocessor in a microco~uter. Data is processed and stored in a compute, 
system through the presence or absence of electronic OT magnetic signals in the 
computer's circuitry of the media it uses. This .is called a two-state or binary 
representstion of data, since the computer and media can exhibit ooly two possible 
states or conditions (ls and Os). 

The CPU can be divided into two major subunits which include the Arithmefic-Logic 
Unit (ALU) which perfonns the arithmetic and logic functions required in processing 
and the control unit which interprets computer program instructions and transmits 
directions to the other components of the computer system. 

The primary function of the Central Processing Uwt is lo execute sequences of 
insttuctions representing programs, which are stored in the Main Memory. 

As mentioned before, the CPU COIJ$ists of the ALU and CU. 

To csny out its role the CPU must be an inteipieter of a set of instruction& at machine 
language level. 

Program execution is carried out as follows: 

1. The CPU transfers instruction& and, when necessary their input data, called 
operands, from the Main Memory into tbe regiaters of the CPU. 

2. The CPU executes the instructions in their stored sequence (one after another) 
except when the execution sequence is explicitly altered by a branch instruction. 

3. When necessary, the CPU ttansfers results from the CPU registers into the Main 
Memory. 

Sometimes CPUs are cal.led simply Processor11. 
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MM 
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J'i'lgure 5.:2: CP'U and Main Memory Interrelotioo 

CPll- Memory Comm1111icil1tul11 

I 

Consequently, there exist streams of instructions and data between the Main Memory 
and the set of general registers that furms the CPU's local memory . . 

The CPU is significantly faater than the Main Memory that it can read fl-om or write iti 
the CPU's registers' S to 10 times faster than it can read from or write in the Main 
Memory (MM). Nowadaya. VLSI technology tends to increa.~ the CPUIM:ak\ 
Memory speed3 disparity. 

As mentioned before to r,emedy this drawback, the memory is organized in a 
hierarchical way; a new lay« of memory, called Super operative Memory (SOM) la 
placed between the Main Memory and CPU. At present, the SOM is represented by 
the CACHE Memory {CM); th.is CM is smaller and fatter thm MM and can be placed 
wholly or in part on the saJlle chip as CPU (the so called internal Cache Memory). 

The main role of CM is to e-nsure a memory reed or write operation in a single clock 
eytk, whereas a MM atOC$3 (bypassing the CM memory) takes several clock cycles. 

The CM ll!ld MM are seen by the CPU as forming a single memory space, because the 
operation of CM is totally traru1paren1 to the CPU. -

Data Data 

~ Maio 
(.'I'() M-:y Mlm<Ml 

CM MM 
1,mn..1 .. •-tiooas 

Figure S,3: CPU-Memory Cnm,naaication with a Cache 

CPU commu.nicates·with I/0 devices in much the same way a~ it communicates with 
the Main Memory. The l/0 devices are associated with addressable registers called 
I/0 PORTS. The CPU can store or Clltract a word from 1/0 PORTS (the OUTPUT and 
INPUT operations). 

The programs exex;uted by the CPU are divided into two broad groups: user programs 
and supervisor prognims. 

A user program, known also as applicatioo progrdlll, handles a specific application, 
whereas a supcrvisw program manages various routine a5pects of the entire computer 
syslem on behalf of the users and it is pan of tltc system software named the operating 
system. As examples of supervioor programs there are mentioned the control of 
tra.osfening data between Secondary Memory and Main Memory, conlrOI of a graphic 
interface etc. · 

In a normal operation any CPU switches between user programs and supervisor 
programs. 



5,2.4 Flowchart of CPU Operation 

lt is generally useful to design CPU~ !hut can interrupt lheir current program in 
execution and pass to another needed program; such requesis can be received from J/O 
units, the seoondary memory etc, and are materialized in inte1t'llpt signals. If accepting 
an Interrupt Request (IR) the CPU suspends the execution of the current program and 
transfers execution to an appropriate interrupt - handling program ( called also 
interrupt service routine). 

As interrupts need usually a fast response, the CPU must check frequently for the 
presence of fnterrupt Request (IR). This happens at the beginning of any Instruction 
Cycle. 

The mechanisms of interruptin!l the CPU operation will be treated extensively later. 

Another special mechanism of interrupting CPU is ,elated to DMA implementation, 
where the OMA oontroller takes the control of the system bus to ensure a fast transfer 
of di.ta to/from the Main Memoiy, without participution of the CPU. 

5.3 ARITHMETIC AND LOGIC UNIT 
The arithmetic unit perlornis a numher of calculations and computations. The logic 
unit is used to apply logic, i.e., for comparioons uses of certllin types of tests and for 
the pl.ll'JIO$e of taking decisio11S. All such types of logical operations are done in this 
unit. This unit has a number of regi!ters and accumuluiors for short-term storage of 
data while doin1i calculations and compuisons. 

5.3.1 How an ALU Works? 

An ALU perfom1s hasic arithmetic and logic opcrarioo3. Examples of arithmetic 
operations are addition, subtnlction, multiplication and. division. Examples of logic 
operatioos are cornpari&ons of values such as NOT, AND and OR. 

All infonnation in a computer is stored and manipulated in the form of billal)' 
numbers, i.e., 0 and I. Transistor switches are used to manipulate binary numbers 
since there are only two possible states of a switch: open or closed. An open tr=istor, 
through which there is no. current, repr-nts a 0. A closed t?ansistor, through. which 
there is a current, represents a I . 

Operations can be accomplished by connecting nmltiple lnlllsistors. One transistor can 
be used IO control a second one - in eff~t, turning the transistor switch on or off 
depending on the state of the second tranaistor. This is referred to as a gate because the 
arrangement can be used to allow or stop a current. 

The simplei;t type of operation is a NO'.!; gate. This use:i only a single transistor. It uses 
a single input and produces a single output, which is always the opposite of the input. 
This figure below shows the logic of the NOT gate: 

I 
I 

Input 

0 

input 

l 

Vt 
t 

output 

0 

output 

Figure S,4: Hew ll NOT Catie PNuases Binary Data 
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Oilier gates consist of multiple transistors and use two inputs. The OR gate results in a 
l if either the first or the seco11d inpul is a l. The OR gate only results in a O if both 
inputs arc 0. This figure shows the logic of the OR gate: 

1..,ut11 ill!'ul.l inpl4 ittpuls 

00 JO 01 11 

t? ~ t? t? 
0 

wlput 

1 
ovlj>ot 

Fi11111re 55: How ao OR Gate Pr()Cesses Binary Data 

The AND gate results in a I only_ if both the first and second input arc ls. This figure 
shows the logic of the AND gate: 

Input& ;.......,i,. lnputa Inputs 
00 10 01 11 

--- t;; t;; t;; ~ 
0 

output 

0 

oulptrt 

1 

OUlput I 

Frcore 5.6: How ■·o AND Gate ProcetS•s Biaary Data 

The XOR gate, also pronounced X-OR gate, results in a O if both the inputs are O or if 
both arc t. Otherwise, the result is a I. This figure shows the logic of1he XOR gate: ... ... ... ...,._. 

00 10 01 11 

mR~ ~ ~ ~ . ~ 
1 - 0 -

Flgare 5. 7: How an XOR Gate Procases Binary Dau 

5.4 CONTROL UNIT 
It is the most critical part of the CPU. lt is responsible for generating control signals to 
control the functioning of the CPU and other units. The control signals, generated by 
the Cl'U, arc placed on the control bus. The control unit determines the sequence in 
which. program in~=tions arc interpreted and c~ccutcd. lt also controls lhc flow of 
data to and from secondary storage device$. 

5.4.l Functions of the C.ontrol Unit 
The Control Unit (CU) is digital circuitry contained within lhc processor that 
coordin.ates the sequence of data movements into, out of, and between a processor'& 
many sub-units. The result of !besc routed data movements through various digillll 



ciccuits (sub-uruts) within the processor produces the manipulated data expected by a 
software instruction (loaded earlier, likely from memory). It CQntrols (conducts) data 
flow inside the processor and additionally provides several external control signals to 
the rest of the computer to further direct data and .instructions to/from pro~or's 
external destination's (i.e., memory). 

Examples of devices that require a CU are CPUs a.od graphics processing units 
(GPUs). The CU receives external instructions or commands which it converts into a 
sequence of conttol signals that the CU applies to the data path to implement a 
sequence of register-transfer level operations. 

More precisely, the Control Unit (CU) is generally a sizable collection of complex 
digital circuilI)' interconnecting and controlling the many execution units (i.e., ALU, 
data buffers, registers) contained withio a CPU. The CU is nonnally the first CPU unit 
to accept from an externally stored computer program, a single instruction (based on 
the CPU's instruction set). The CU then deco<ks this individual instruction into several 
sequential steps (fetching addresses/data from registers/memory, managing execution 
(i.e., data sent to the ALU or I/0), and storing the resulting data back into 
registers/memory) that controls and coordinates the CPU's inner works to properly 
manipulate the data. The design of these sequential steps are based on the needs of 
each instruction <111d can· range in number of steps, the order of execution, and which 
units are enabled. Thus by only using a program of set insttuctioos in memory, the CU 
will configure all the CPU's data flows as needed to ll)IWipulate the data coo-ectly 
between instroctions. 

5.5 REGISTERS 
The CPU consists of a set of registers, which are used for various operations during 
lhe execution of instructions. CPU needs registers for storing instructions as well as 
for storage and mltllipulation of temporary results. 

Registers are the top of the memory hierarchy and are the fastest way for the system to 
manipulate data. Registen are nonn.ally measured by the number of bits they can hold, 
for example, an 8-bit regiS!ee means it can store 8 bits of data or a 32-bit register 
mean.~ it can store 32 bit of data. 

Registers are used to store data temporarily during the execution of a program. Some 
of the register8 are accessible to the user through instructions. Data and instructions 
must be put into the system. So we need registers for this. 

The basic computer registers with their names, siz.<l and functions are listed below: 

Table 5.1: Deiaipllon of the Bttic Comp■ter ~ten 

I Rfl!ster Symbol Rctftter l'lat'1~ Namller of 811$ Dacr(pdoe 
I AC A<cumulalor 16 l'n><casor Register • 

I DR Dot& Rcrgis1e, 16 J Hold umnory dot1a 

TR Temporasy Regi,t<,r 16 ff.olds 1etnpO<Oty D.'1a 

I IR In,tn1clio'1 Rogisler 16 Holds l&1S!t\lelion Code ·-M Addre .. R,:gisler 12 Holdo memory addn:o• . 
--------- - --

PC Program Coun\or 12 Holds addtcao of noi1 iru4nlctioo 

' , INPR I Iopol Regisler 8 Holds Input dala 

I 01JTR OUtp\11 R.egisu,r 8 Hold, au.put d81a 
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Following registers are present iD a computer. 

• Jfemory D11111 Register (DR): Memory Data Register is used to read the value of 
an operand from a meinory location. It can hold up 10 16 bits of data. 

• Mut1nry Address Register (AB): Memory Address Register holds the address of 
memory where operand is stored. By using this address, tbe data frotn the memory 
location is rcttieved. The siz.e of address register is 12 bit8. 

• Accultfui4tor: Accun:wlator can contain 16 bit value. It is a general purpose 
processing register and used to perform arithmetic and logical operatiocs. 

• lnstructum Regist;er (JR): It geoen11ly contains 16 bits for stvring lbe instructions. 
Instructions read from memory are placed here for execulion. 

• Program Counter (PC): It is a I 2 bit register and holds the address of the 
iostmction to be executed next. When ·the next instruction is read for exewtion, 
the program counter jumps to tbe next iMtruction. 

• Tel'lf/)o,uy Regi#er (T.R): Temporary Register can contain 8 bits and can hold the 
temporary or intermediate data as well as memory locations during proc~fing. 
These registe:cs are also known as general purpose regi~ters. There are six ~ral 
purpose registers available .known as BX, CX, DX, EX, HX, LX. They can be 
used in pain of BC, DE and HL, to store 16 bit data. 

• Stsclr. Pointer (SP): A useful feature in CPU is a program stack, a last in first out 
(LIPO) list. A stack is created in the main memory aod stores information in such 
a manner that the it.em stored last is the first item retrieved, It requires Ollly an 
address register, which can count the current location of stack. The rcgista: that 
holds the address for the stack is called Stack Pointer (SI'), which always points to 
the top item in the sbtck. 

• lntlex Registers: The Si a.od DI ri::gisters are available for indexed addressing, The 
16 bit Base Index Register (BP) facilitates the refereocing parameters, which arc 
data and address passed via stack. 

• Flag Regis4/n: Tiu,y are used to indicate the current status of the machine and the 
results of processing. Many instructions require comparison and conditions to be 
evaluated based oo previous result~. These flag registen; provide memory 
information to such LD!ib"Uctions. The common flag registers are Overflow {Of), 
Direction (DP'}, Interrupt (IF), Sign (SF) and Zero (ZF). 

5.6 INSTRUCTION SET 

An instruction includes opcode and operand. Operation code tell~ about the opei:ation 
to be performed over operand. Instruction set design includes opcode and operand 
specification, the design of instruction types to be included in the proceai◊r'~ 

instruction set. 

5.6.l Reduced Instruction Set Computers (RISC) 

for faster execution of instructions, inst.ructions should be fewer i,1 oumber so that 
they n\8.ke less use of memory. The type of computer& using fewer instructions and 
executiog them at a faater speed is called Reduced Instruction Set Computers. 

RISC Characteristics 

The basic concept behind designing ofRJSC is to reduce execution time. 

It has some pecuti.lt characteristics: 

1. Hardwired rather than micro programmed control. 



2. Fixed lenglh ins!Illction format. 

3. Memory is accessed only for storing instructions and fetching them from memory 
on demand. 

4. Few number of instructions • 

.S. few addi:essing modes. 

6. Single cycle instruction execution. 

7. Relatively large number of registers in processor. 

8. Inst111ction pipeline is efficient. 

S.6.2 Complex Instruction Set Computers (CISC) 

A computer with a large number of instructions is classified as a Complex Instruction 
Set Computer. 

CISC Charaeteristies 

J. A large number of instmctions (typically from 100-250 instructions) are used with 
such computers. 

2. Variable length instruction fonnats. 

3. Instruclions which manipulate opetandH in memory. 

4. A large number of addressing modes. 

5. Some spocial infrequently used instructioru; are provided for performing some 
special tasks. 

5.7 P.ROCESSO.R SPEED 

No matter how fast the processor is, the processing speed depends more on the speed 
of the main memory a.nd other Input/output devices. It is because of this rea.~on that a 
cache memory having access time closer to the processor speed is introduced. 

Most computer applications require that the computer system meets minimum 
requirements in order for the installation to run. One of those requirement$ is 
processor speed. Processor speed measures (in megahertz or gigllhert:z; MHz or GH:Z) 
the number of instructions per second the computer executes. The need for speed is 
most evident for schools that offer advanced computir,g classes including web design, 
animation and graphic design. The procCHsor ~peed for schools thllt primarily utilize 
"nonnal" sized programs for word procming and introduction to computers, for 
example, would not require the speed to be as high. 

5. 7 .J How to Choose Processor Speed? 

On one level, choosi11g a processor &peed for your business' computeis is simple. The 
faster your processor speed, the faster your computer will move, aDd, lll things being 
c,qu.al, the more it will cost. However, given the high speed of modern processors, it's 
possible to buy one that is faster than you need. On the other hand, there are other 
ways to speed up a computer that can have a more meaningful impact than CPU 
speed. 

S.7.2 What Processor Speed Means? 

When you see a proeeS1or's speed in GHz, it refers to the speed of the proce:iior's 
internal clock. Every time that the clock ticks, the processor can execute an instruction 
or read and write data. A 3.0 GHz processor has 3 billion opportunities per second to 
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do something, while a 3.6 GHz processor has 3.6 billion chances making it rougily 20 
per cent faster. 

5.7.3 Wbat Sp«ds Do not Mean? 

Internal clock speeds do not tell you how fast the processor can communicate with the 
outside world. Thal is defined by its external clock speed or bus speed, which is 
usually much slower. This means !hat if you cannot get enough data into the processor 
to keep it busy until it can communicate with 'the outside world again, it will sit idle. 
Clock speeds also do not tell you how long ii takes a processor to ac\uallY do 
something. If a 3 .0 GHz processor can do an iostruction in five cl<1ck ticks while ·a 3.6 
GH:r. processor takes nine. the slower processor is actually faster much like comparing 
a delivery person that drives slowly but Dever gets lost to one that drives quic1'.ly but is 
alw-<1ys lost. While processors in the ~rune family frequently have the same inst:rw:tion 
selll and execution times, it can be hard to compare pmce1.sors of different brand or 
different cype within the same brand because of this difference. 

Many different factors determine how fast your cotnputer gets tilings done. PrOCfSSOr 
speed is one factor. But what determines the processor's speed? 

Processor Speed is affected by: 

System clock rate = rate of an electronic pulse used to syncbroni:r.e processing 

(Only one action can take place between pubes.) 

Measured ill megahertz (MH7.) where I MHz = l million cycles per sccood or 
gigahertt (GHz) where I GHz= I billion cycles per second. 

This is what they are talking about if they say a computer is a 2.4 GHz machine. It's 
clock rate is 2.4 billion cycles per s«:ond. 

Bigger number~ faster proussing 

Higher is 1101 Al,.. B.ette, 

High processor speeds iu:e not always better. You need a balanced and well-rollllded 
PC for the processor speed to actually make a significant difference. If you have a 3.2 
Gbz processor S('CCd but weak statistics <1n everything else, then it isn't worth all of 
the money spent. Having a system with good balance is ideal. If you have a 2.66 Ghi,; 
processor speed, with 9GB of DDR.3 RAM, then your computer is likely to not even 
utilize all of it. As g11.mes and cameras become more advanced however, it will 
eventually catch up. ' 

Kup-up with Technology 

Sometimes keeping up with the technology is always a better investment than buying 
a new complltcr every two years. You should try to aim for a PC that is upgradllble 
and ellpindable. This means you can cbaoge your processor ltlld RAM easily without 
damagil)g anything or buying a whole new tower. Not all comp11ters are upgradable 10 

high speeds, so be irure the one you buy cim be expanded U(lOn. Many have a 
maximum processor spe,cd tb.cy can support. 

Price is not Everytl,ing 

When buying a computer with a fast processor, the pri« you pay isn't everything. 
Many computers will have faster proces.~or.; than more expe11$ive counterparts. Look 
for th~ best value that will give you what you wam while still being affordable', For 
example, a computer wilh 2.66GHz and 9GB of RAM (expandable to 24GB) would 
cost over $J,OOO. It's lili.ely the processor would never be able t<1 support using 24GB. 



Choose one with a bit more processor power and lower RAM and you will not only 
have a cheaper PC but a better one. 

Fill in the blaoks: 

I. The ___ can-ies the data that is t,:ansfem:d from one unit to another. 

2. This needs to be supplied to this mmioty for accessing of data. 

3. The is the most important hardware component of a computer 
system. 

4. The logic unit is used to apply ---~ i.a~ ul!td for comparisons, for 
certain types of tests anti to take decisions. 

5. The ____ detennines the sequence in which program instructions 
arc interpreted and executed. 

5.8 LET US SUM UP 
• Central Processing Unit is the part of the computer that carries out the instructions 

of a computer program. 

• CPU itself has fo!Jowing three components: Memory or Storage Unit, Control 
Unit and ALU (Arithmetic Logic Unit). 

• The tlata bus carries the data that is transferred from one unit to another. Generally 
a data bus is a bi-<lirectional bus. 

• The address bus carries the address of the data to be accessed. The number of 
memory locations that a CPU can address is determined by the number of address 
lines. 

• The most common control bus signal~ are the read-write signals. To read from 
memory unit, the CPU places the address on the wdress bus, i,e., location from 
where data is to be read and initi•tes the reatl contro 1 signal. · 

• The arithmetic unit performs a number of c;ilculations and computations, The 
logic unit is used to apply logic, i.e., used for comparisons, for certain types of 
tests and to take decisions. 

• A.Ji ALU performs basic arithmetic and logic openuion$, Example.< of arithmetic 
operations arc addition, subtraction, multiplication and division. Examples of 
logic operations are comparisons of values such as NOT, AND and OR. 

• The control signals, generated by the CPU, are placed on the control bus. The 
control unit determine,; the sequence in which program insttuctions are io&elJlrel:ed 
and executed. 

• The CU receives external instrudions or commands which it converts into a 
sequence of control signal~ that the CU applies to the data path to implement a 
sequence of registc:r-transfer level operationa:. 

• The CPU consists of a set of regi$ters, which are used for various operations 
during the execution of instructions. CPU needs regi$lers for storing instructions 
as well as for storage and manipulation of temporary results. 

• Au instruction includes opcode and operand. Operation code tells about the 
operation to be performed over operand. 

• MO$t computer applications require that the computtt ~ystem meets minimum 
requirements in order for the iMtallation to run. One of thooe requirements is 

9! 
Ccntral Pro«<,ing !!nit (CPU) 



92 

Intrc,duct\i;m ti;> Compiller, & 
InfO!fl\lltion Technology -♦ 

processor speed Processor speed measures ( in mcgahcrt7. or gigahertz; MHz or 
GHz) the number of instructions, per second the computer executes. 

5�9 UNIT END ACTMTY 

Make a list of registers that arc pre-sent in a computer. Elaborate the stack registers. 

5.10 KEYWORDS 

A�cumulator: It can contain 16 bit value. It is a general purpose processing register 
and used to perform arithmetic and Logical operations. 

Addre:i•s Bu�.: It carries the address of the data to be accessed. 

ALU: It per fonns basic arithrnetic aod logic operations. 

CISC: It stands for Con,plm{ Instruction Set Computer based on microprogramming 
techniques. The hardware ts controlled by instructions coded in controJ m1;mory. 

Control Bus: To rell<l from memory unit, the CPU places the address on the ad�ss 
bus, i.e..� location from where data i.s to be read and 1ni tiates the read control signal. 

Control Unit: ]t determines the sequence in which progrdlll. instructions are 
interp�ed and executed. 

CPU: It is the unit that reads and executes program instructions. 

Dala Bu.•: lt carries the data that is transferred from one unit to another. 

/n.'itruction Set: The complete set of all the instructions in machine code that can he 
recognized and executed by a central processing unit. 

Proce.uorSpeed: It measures (in megahertz or gigahertz; MHz or GHz) the number 

of ins� tioa.s per se<:ond me computer ex(:cules. 

Rqiste.r: It is one of a small set· of data holding places that are part of the comp1uer 
processor. 

RISC: It stands for Reduced Instruction Set Computer in which each instruction has 
dedicated electronic circuitry made from gates, decoder., etc., to generate control 
signal. 

5.11 QUESTIONS FORUISCUSSIQN 

l. What is central pmcessing unit?

2. Differentiate data bus and address bus. What is the role of control bus in CPU?

3. Explain and draw the tlowchnrt of CPU operation.

4. What do you understand by arilhrnetk and Logic unit?

5. How an ALU works?

6. Explain the concept of control unit. What are the furn;:tions of the con tro I unjt?

7. What are"the registers? Make,a list of registers that are prel>ent in a computer.

8. Discuss reduced instruction sel computers. and cornple:t instruction set computct8.

9. How to ch008C processor�? \Vhat does processor speed mean?

l O. Describe the characteristics of ClSC and RISC.



Check Your Progress: Model Answer 

1. Data bus 

2. Address 

3. Central processing unit 

4. Logic 

5. Control unit 
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6�0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Provide an overview of storage devices

• Explain about main memory

• Describe various storage evaluation criteria

• Describe memory organization and its addressing strategies, content-addressable
memories, memory capacity

• Exp lain random access memory and read only memory

• Describe secondary storage devices, magnetic disk,. floppy and hard disk

• Explain optical disks CD-ROM like compact di&k, DVD, Blu-ray disk, HD-DVD
andVCD

• Describe mass storages devices and differences between the primary and
secondary memory

6�1 INTRODUCTION 

In the last lesson. we dtscussed about the �nttal processing unit of the computer. Now 
we wm learn about storage devices. 

In computing. memory refers to the physical devkes used to store programs 
(sequences of instructions) or data (e.g., program state tnfonnation) on a. temporary or 
permanent basis for the use in a computer_or other digital electronic devices. The term 
primacy memory is used for the infonnation in physical systerIUi which functtQD at 
high-speed (i.e.t RAM); quite distjnct from secondary ·memory,; which are physica] 
devi�es for program and �ta sk>rage. but slow to access while offering higher 
memory capacity. If needed, primaiy memory can be stored in secondary memory. 
through a memory management tecbnique called .. virtual memory'. An archaic 
synonym for memory is store. 

6.2 STORAGE AND ITS NEEDS 

Storage .devices are the data storage devices that are µsed in the computers to slore 
data. The computer has many types of data storage devices. Some of them can be 
classified as the removabJe data storage devices and the others are the non-removable 
data storage devices;. 

Computer storage devices are a must for an individu:.tl or organization to keep data 
and infonnation in a reliable and permanent way. When your computer fails to work 
(it can happen anytime), your files will be kept safe on secondary storage devices. 
That is the beauty of these devices. 

., 
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According to volatiliry, memory is classified in two categories: 

I. Non-vQfatile Jlf.emory: Will retain Ute stored infonnation even if it is not 
constantly supplied with electric power. It is suitable for long-term storage of 
information. 

2. Jlolalile 1lle111ory: Requires constant power to maintain the stored information. 
Since prim;ay storage is required to be very fast, it predominantly uses volatile 
memory. 

According to accessibility, memory is classified i.n-two categories: 

I. Random Access; Any location in storage can be accessed at any moment in 
approximately the same amount of time. Such characteristic is well suited for 
primary and secondary storage. Most semiconductor memories and disk drives 
provide random access. 

2. Sequential Access: The acee.s~ing of pieces of information will be in a serial 
order, one after the other; therefore the time to access a particular piece of 
infonnation depends upon which piece of information was last accessed. Such 
characteristic is typical of off-line storage. 

The memory is of two types: 

I. Main Memory 

2. Secondary Memory 

There .are 1nany storage devices used with microcornputcis. Some of the common 
storage devices are exphuned below and are shown in Figure 6.1. 

Fl~ DiA Drive,; (B'&:5.3S'') 
r-----

ll>rd Duk DriY<O CDROMllnY< 

Flg11re 6.1: Con1moo Storage Devlees 

6.2.1 Brain vs. Memory 
Storage is the more or less passive process of retaining information in the brain, 
whether in the sensory memory, the short-tenn memory or the more pennane11t 
long-term memory. 

The human brain is perhaps the most com,pleK living struCture known in the universe. 
Although it b3$ the same general structure as the brains of other mammals, however ii 
is over lhree rimes larger than the braifl of a typical mammal with an equivalenl body 
size. 

Memory is the faculty of the mind by which information is encod<XI, stored and 
i:etcicved. 

Memory is vital to experience feelings and related to limbic systems. lt retains 
information over time for the purpose of influencing future actioru1. 



6.3 STORAGE EVALUATION UNITS 

The perforl'llance of a memory 8ystem is defined by two different measures, the sccess 
lime and the cycle time. 

6.3.1 Access Time 

Access lime, also known as response lime or latency, refers to how quickly the 
memory can respond lo s read or write request. Several factors contribute 10 !he access 
time of a memory system. The main factor is the physical organization of lhe memory 
chips used in tbe systein. This time varies from about 80 ns in the chips used in 
personal computers lo 10 n~ or less for chips used in caches and buffers (~mall, fast 
memories used for tetnporar.y storage, descdbed in more detail below). Other factors 
are harder to measw-e. They include the overhead involved in selecting !he right chips 
(a complete memory system will have hundreds of individual chips}, lhc time required 
to forward s request from the processor over the bus to the memory system, and the 
time spent waiting for the bus to finish a previous o,mssction before initiating the 
processor's request. The bottom line is that !he response time for a memory system is 
usually much longer than the access time of !he individual chips. 

6.3.2 Memory Cycle Time · 

Memory cycle time refers to the minimum period between two successive requests. 
For various reasons, the time separating two successive requests is not always 0, i.e., a 
memory with a response time of 80 ns =mt satisfy a request every KO ns. A simpl.e, 
if old, example of a memory with a long cycle time relative to i~~ access time is the 
magnetic core used in early mainframe computers. In otdcr lo read lhe value stored in 
memory, an electronic pulse wa.~ sent along a wire that ·was threaded through the core. 
1f the core was in a given ¥late, the pulse inducO<t a signal on a second wire. 
Unfortunately the pulse also erased the information that used to be in memory, i.e., tbe 
memory had a destructive read-out. To get around these problem~ designers built 
me11Jory ~,.stems so that each time somctbing a copy was rClld it immediately got 
written back. During this writing process, the memory cell is unavailable for further 
requests, and thus the memory had a cycle time that was roughly twice as long as its 
acce~s time. Some modern semiconductor memories have destructive reads, and th6re 
may be several other reasons why the cycle time for a memory is longer than the 
access time. 

6.3.3 Effective Access Time 

Hii Rlliio (h) 

Hit Ratio (It} is a concept defined for any two adjacent levels of a memory herarchy. 
When an information item found in M,, it is a hit, otherwise, a miss. The hit ratio (h,) 
at M, is the probability that an information item will be found in M,, The miss ratio at 
M; is define ss I- Ii,. 

Access Frcquence 
The access frequence to M; is define ss 

F,=(l-h,)(l-h1) ... (1-J,,) 

The performance of a hierarchical memory is defined by the effective access time, 
which is a function of lhe hit ratio and the relstive acce~s times between successive 
levels of the hierarcliy. 

Ill practice, we wish to achieve as high a hit ratio a., possible at M,. Every time a miss 
occurs, a penalty must be paid to access the next higher level of memory. 
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The T eff of a memory hierarchy is given by: 
• 

T,,,- = a /, -,,z, 
M 

= h,t, +()- h, )h,1, +(1- h,)(1- h, )li,t, + ... +(l- h, )(I- h,)···(1 - h •. 1 )t. 

Effeccive access time= Hir rate x Hit time+ Mi,;,; rate x Miss penalty 

I 
f 

IF'igun 6.2: Memory Hierarchy 

Example: Suppose the cache access time is 1 Ons, niaiti memory access time is I 0Ons, 
and the cache hit rate is 98%. Then the average time for the processor to access an 
item in memory is: 

/<If: 0.98 >fdd< +0.02 >I'.,.,. 
=l I .Km 

Ovec a long period of time the iystem pel'fonns as if it had a single large memory with 
an 11.Sns cycle time, thus tile term "effective access time". With a 98% hit rate the 
system performs nearly as well as if the entire memory was constructed from the fast 
chips used to implement the cache, i.e., the average access lime is I I .Sns, even though 
most of the memory is built using less expensive technology that has an acc1:ss time of 
lOOn~. 

6.4 MEMORY ORGANIZATION 
This section discusses some of the ways in which memory units may be organized . . 

6.4.1 Addressing Strategies 

Most memories encounlel:ed in computel: systems are coordinate-addressed. This 
means that the memory is accessed by supplying a number (address) which. is used 
directly to identify a particular physical storage location. Data is then copied into or 
out of the selected location. Coordinate addressed memories are typically conStructed 
as a collection of individual units such as chip$, each CGpab\e of storing a limited 
number of bits. The small-&cale organization within each unit, such as 2-D, etc .• is 
discussed in the text. Large-scale organization, putting the units together to fill a 
complete address space, is discussed in the next section. 

A few special subsystems witbin some computers make use of memory that is content
addressed. This type is also called associative memory. A content-addressed memory ' 
is aci::essed by supplying a data value for certain portions {fields) of a storage location, 
rather than the physical address of that location. The memory automatically identifies 
auy locations that mawh the .given data, and the contents of these locatioas may he 
accescsed. Content addressable memories are discussed in a lat« section of this 
document. 



6.4.2 Organization of Memory Units 

A basic memory unit provides the ability to store ;uid access a fixed numher of hits 
(anywhere from a few thousand to several million with current lcchnology). Each bit 
within such a unit may be selected individually for reading and writing. Usually only 
one bit in a give11 memory unit may be accessed at a time. 

The high speed requirements of data transfer throughout a computer syslem create a 
need to aceess storage bits simultaneously in many ca~es. The most obvious example 
ari.ses in reading or writing a complete word of data. All the bits of the word arc 
available or needed at once, and if possible should be transferred simultaJJeously. To 
support this parallel transfer, enough data lines are provided between the memory and 
the rest of the system to cany all of the bits in a word. typically 32, 64 or even more. 
However, for true simulianeo~ access each bit must be lol:ated in a different memory 
unit. 

For this reason, memory units are usually distributed as bit slices. If a chip can store 
64K bits, each chip will be used to store one bit each from 64K different locations, 
rather than a complete byte (ass111t1ing a byte-addre88cd architec\ure) from 8K 
differenl locations. The bit-slice organization is illustrated in Figure 6.3 • 

• • • 
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Figure 6.3: Bit Slice Memory (npnlaalion 

In addition 10 parallel. access to the individual bits of a word. newer architectures 
suppon increasing OPIJ()rtunities to u.sefully access more than one word at a time. Data 
may be flowing hetween memOJ)' and disk uniti while the CPU executes other 
instnJCtions. lncrusing use of pipelining and overlap require fetching instructions and 
data at the same time in some cases, or readi.og a sequence of iostructions as fast as 
possible. 

Since data and instructions can be read and written at the same time only if they are 
located in different memory units, it is often desirable to use smaller units even if 
larger ones are available. The complete set of words in the address space is divided 
among the various units. The division is designed .so that a group of bits fi-om the 

•address select a unit (actually a set of bit-sliced uoits), while the remaining bits select 
the location within that unit. 

There are two principal ways to asswi memory WI.its to the address space: 

l. BaRk AddTessi11g: This method uses the high-oroer bits of the address to select 
units. Each unit represents a oons,,cutive sequence of addresses. 0-4K might be 
unit o, 4K-8K might be unit I,~. Bank switching assigns different units to parts 
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of memory likely to be usl!d for different purposes. It was common in early 
minicomputer archlteclures, in part because memory units .were necessarily small. 
Today it is useful in system!!. which provide distinct memories for insttuctions and . 
daia. If the two types of items are kept in di~tinct memory UIJ.its, they can be 
accessed simulta.ooously. 

2. lnterleflvmg: This method uses the low-cmler bits of the address to select w1its. 
As a consequeace, consecutive memory locations are assigned to different 
memory units. When ii is desired to read a consecutive sequence at high speed, 
such as pipelined insb'uc;tion fetchiPg or block data transfer to disk, the transfers 
can be effectively overlapped sioce they will tend to oome from independent unit.~. 
High speed processor~ typically provide 4-way or 8-way inlerlcaviPg by using 2 
or 3 low-order bi1s for unit selection. 

Bank selection is illl.1$1rated in Figure 6.4, and Intffleaving is shown in Figure 6.5. 
Many architectunls combine these two methods. 
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6.4.3 Contellt•AddressabJe Memories 

A content-addressable memory, abbreviated CAM and known also as associative 
memory, provides an automatic parallel liC!arch capability. It has lhe ability to check 
the oontents of all its locations at the same time to identify those which match a 
particular pattern. Each location in such a memory includes its ov,-n circuits to 
compare pattems., SellfChing wilh a coonlinato-addressable memory is like asking each 
person in the class, one at a time, if they were bom in June. Sean:hing with a content
addmsable memory is like asking everyone bom in June to raise their hands. 

Such a memory is clearly more expensive than conventional memories and most 
useful for special puq,oses. However, there are areas within high-performance 
architectures, such as ~he and vittual memory management, where content
addressable memories play a critical role, aad their cost can easily be justified. 

A few experimental arcbitectur,es have been based entin,ly on associative men10ries; 
such systems are called associative processors. These will be srudied in a later part of 
the text. Content-addressable memory alao. plays a very impol'latll role in architectures 
specialized for database Jll'(K:eSS.iDg. 



This section will describe the operation of a typical gmcral-pwpose content
addressable memoiy. Many acrual CAMs are simpler since they are dedicated to a 
special pUJJ)ose. 

The general strucrure of a CAM: is shown in Figure 6.6. It includes a set of words, 
each con.~isting of a number of bits. It is common for such a memory to have very 
large word sizes, often 100 bits or more. However, it may include only a limited 
number of words. 

Dff,\ 

Wit>.. ri , 1 

• • • 

'WORD 1 
WORD 0 

B 
• • • 

B 
Fipn, 6.6: A Cnutent-Addn'3'8ble Me.mnry 

Two 1egisters are associated with the CAM, a MASK register and a DATA register. 
Each is the s.ize of one full word. In addition, each word includes some comparison 
logic and one or more TAG bih. Each set of tag bits focms a bit-slice register, with 
one bit for each word of !he memory. 

The most important operation on a CAivf is the SEARCH operation. Its purpose is to 
identify words that match a particular pattern. The pattern is defined by loading the 
DA TA and MASK regii;teis. Usually we are searching for words having a specified 
value in certain fields. We then may want to find out what is iD other fields of that 
word. Tile MASK register is set to 1 for each bit that is to be tested, and 0 for bits 
whose content should not affect the search. The DATA register is set to the desired 
pllltern within the selected fields; its content in other fields does not matter. 

Figure 6.7 shows these lwo registers set to search for all words that contain the pattern 
1101 in bits to through 7, and 010 in bits 3 through I. 

DATA o· 0 0 G o· 1. 1 0 1, . 11 0 .Cl 0: ·l. Q O< 

l'fASK 0.000 0·11:l 1/,tO 01,·110 

Figure 6.7: Enmple of Search Register Setup 

When the CAM is signaled to perform a search, the logic associated with each word 
compares tbllt word to the selected pattern. If a match is found, the tag bit for that 
word is set to one. At the end of this process, all matching words may be identified by 
their tag bits. 
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The search is often designed so that all tag biti. arc initially set, and the ~arch 
operation clears those that do not match. This may allow severnl conditions ,o be 
iested, selec1ing only words that meet all conditions. Additional tag registers may also 
be used as temporary storage to support more complex operations. 

Once the search completes, if exactly one word has been selected, a READ or WlUTE 
operation may be performed to transfer data to or from the selected location. If no 
match is found, an error :signal will be returned. 

lf there is more than one match, the READ operation will select one (any one), re~d it, 
and clear its tag bit. Thus successive READs will access all onhc matched Jocatklns. 

Other types of operations that may be possible on associative memoiies include: 

• Count Matclte.~: This operation illdicatcs how many tag bits are set. Ofte(f the 
possible answers are l'Citricted to zero, one, or many. It is more difficult to provide 
an exact count if there is more than one match. 

• Ma.~k.ld Wrile: Write data from the data register into ooly the bits selected bt the 
mask register (in th~ tagged word). Other bills remain unchanged. 

• Multi-write: Write data into all tagged words at the same time. 

• St<>re: Write a data word into any empty location, rather than a selected one. 

• Address Opernlimu: Delem!ioe the coordinate address of a tagged word, or read 
or write by address. 

• Tag Op,1u,tfo11s: Set, clear or read a tag register, or copy among multiple tag 
registers. 

6.5 MEMORY CAPACITY 

Memory on computm'S is measured in bits, bytes, words, pages, sectors, megabytes 
and gigllbytes among other units of measure. 

I. P"l(e: The address space of the PA-RISC machines is divided into units of204& 
bytes, called pages. If you need 20 bytes of memory, you get a page. HP-UX 
allocates mai.o memory and file space in 2048-byte physical pages, but MPWiX 
manages file sylrtem spaco in logical pages which are 4096 bytes; twice as ~c. 
MPE manages lhin&s this way for its own pe,:fonnance reasons. 

2. Sector: Sectors are &11 archaic measure of disc space sometimes used on MPE. For 
example, the: Listf and Listfile command$ show disc space allocated to file~ in 
sectors. A sector is 256 byti:s. Just remember that MPE/iX disc space is actually 
allocated in software pages which are equal to 16 sectors. 

3, Byte: A byte i& eight bits and caD hold a value from O to 25.S (2 to the 8th poYter, 
less l ). Bit stands for binary digit, or a number place that can have only ir,vo 
values: 0 or 1. RemC111ber that HP numbers bits from the left, starting with zero, 

4. W<1rd: The word is the basic .unit for accessing computer storage on a particular 
machine, usually the siz.e of each instruction and the size of the data value wh/ch 
is most efficiently processed. The word on a PA-RlSC machine is 32-bits (4 
bytes), while a word on tbt Classic HP 3000 is 16-bits (2 bytes}. A byte is 8 bits 
and 16-bits are called a half-word on PA-RISC machines. There are Machine 
lostructiom to load and store words, half-words and bytes. 

s. Holf-word: The halr-word is a unit of storage on PA-RJSC machines, equal to 16-
bits or half of a 32-btl Word. 

6. K.ilobyte: A kilobyte (KB) is 1024 bytes, or 2 to the 10th power. 



7. Mcg11byte: A megabyte (MB) is a memory space measure equal to 1,048,576 
bytes ( I 024 times 1024), or 2 to the 20th power. A megabyte is equal to 4,096 
MPE sectors, 512 PA-RISC hardwar<: Pages, or 256 MPE/iX software pages. 
1,024 megabytes is a gigabyte. 

8. Gigabyte: A gigabyte (OB) is a measure of memory space equal to 1024 
megabytes or 1,073,741,824 bytes (2 to the 30th power). A gigabyte is equal to 
4,194,304 MPE sectors, 524,2R8 hardware PA-RISC pages or 262,144 software 
M.l'F./iX pages. 

6.6 DATA ACCESS METHODS 

In computing, an access method is a program or a hardware mechanism that moves 
data between the computer and an outlying device such as a hard disk (or other form 
of storage) or a display ICnninal. The tcnn is sometimes used to refer to the mechanics 
of placing or locating sreciflc data at a particular place on a storage medium and I.hen 
writing the data or reading ii. It is also used to describe the way that data is located 
within a larger unit of data such a.~ a data set or file. 

Two fundamental types of data access exist: 

1. Sequential access (as in magnetic tape, for example) 

2. Random access (as in indexed media) 

6.7 PRIMARY STORAGE 

(.omputcr Memories are internal storage areas in the computer used to either 
temporarily or pennanently store data or instructions to be processed. There arc four 
basic types of computer mcmoxy: Cache Memory, RAM, Virtual Memory and Hard 
Drives. With modem CPU's rulllling at speeds of l gigahertz or higher, it is hard for 
computer memory to keep up with the extreme amouat of data being processed. 

The types of primary memories are given below: 

lw>damat"""' Raid Olly 
m<""")' (lt>.M) 'Mmlary (l!Olio'1 Ctcll•M""1<llY 

Ma<kod Rf!M PkOM El'!!OM EEPROM Fluh kOM 

l<lgare 6.3: Claulftcatlon of Prim•ry M~mory 

6.7.1 Random Access Memory 

JI allows the comp11ter to store data for immediate mani,pulation and to koep track of 
what is currently being processed. It is the place in a computer where the operating 
system, application programs and data in current use are kept so that they can be 
accessed quickly by the com}'Utcr'S processor. RAM is much faster to read from and 
write to than the other kinds of slorage in a computer (like bard disk or floppy disk). 
However, lhe data in RAM stays there only as long as the compulcr i$ f\l!llling. When 
the computer is turned oft: RAM loses all its oontenl~- When the computer is turned 
oo again, the operaling system and other files are once again loaded inlo RAM. When 
an application program is started, the computer loads it into RAM and does all the 
processing there. This allows the computer to run the application faster. Any new 

103 
Storage Dcvlocs 



104 
lnttoduct;on to C<>n,put.n & 
fnfom~rion T"l,nolnj.Y 

information that is created is kept in RAM and sinctl RAM is volatile in oaturc, ;.me 
needs lo contimioualy save the new infortnation tO the hard disk, 

There are two types of random access memory, which are as follows: 

I. Static RAM (SRAM): This kind of RA.\i retains the data as Jong as powet is 
provided-to the memory chip i.e., RAM is volatile memory, fl need not be 
'refreshed' periodically. It is very fast but much more expensive than DRAM .. 
SRAM is oft.en used a.~ cache memory due to il~ high speed, 

2. Dyn«mic RAM (DIUM): This type of RAM needs to be refreshed contiouou&ly 
to maintain the data. This is done by placing the memory on a refresh circuit 'tat 
rewrites the data several hundred times per second. DRAM is used for most 
system memory because it is cheap and small. 

6.7.2 Read Only Memory 

Just like a human being needs instructions from the brain to perform actions in certain 
event, a computer also needs special. instructions every time it is started. This 1is 
required because during the start-up operation. the main memory of the computer 

1
is 

empty due to its volatile property, so there has to be some insl!Uctions (special bopt 
programs) stored in a special chip that could enable the computer system to perfOJlll 
start-up opcrratioas mt! tramfer the control to the operating system. This special chip, 
where the start-up instructions are stored, is called read-oDly memory (ROM). It ;s 
nonvolatile in nature, that is, its contents are not lost when the power is switehed ofjf. 
The data and in.stn1Ctions stored in ROM can only be read aJ\d u.sed, but cannot Ile 
altered thereby making ROM much safer and secure lhan RAM. ROM chips are used 
not only in the computer, but also in other elllCtronic items like washing machine and 
1nicrowave oven. I 
There are different types of ROMs, which are as follows: _ I 
• Masked ROM: The very first ROMs, known as masked ROMs, were hard-wire4 

devices that contained a preprogrammed set uf data oc instructions. The contents 
of such ROMs had to be specified before chip production so that the actual da~ 
coµld be used to arr-,mge the transistors inside the chip, 

• Progn,-"bk ROM (PROM): Cre1ttin.g a ROM chip from scratch is a tim.et 
consuming md ,m C.ltpensive process. For this reason, deve!Dpers created a type of 
ROM known as Programmable Read Oaly Memory (PROM), which can bJ 
programmed. Blank PROM chips can be bought C:CQJIOIXlic~ly and coded by thJ 
users wilh \be help of a i;pecial device known as J>ROM-programiner, HoweverJ 
once a PROM has bee11 programrned, its contcnts can never be ch~cd. As a 
result, PROM is also known as One-time Programmable (OTP) device. 

• Eni,tobli: />rogNm,nable ROM (£PROM): An £PROM is programmed in exactly 
the same manner as a PROM. However, unlike PROMs, an EPROM can be erased 
and reprogrammed repeatedly. It can be erased by simply exposing it to a strong 
source of Ultraviolet (UV) light for a oertai11 amount of time. Note that an 
EJ>ROM eraser is not selective. It will erase the entire EPROM. Although 
EPROM is more expensive than PROM. 

• Electrlc4/(y E:rtUllble Progr.,,.,,,ahle ROM (EEPROM): This type of ROM can I 
be erased by an electrical charge and then written to by using slightly highe-r-than
nomial voltage. EEPROM can be erased one byte at a time, -rather than erasing the 
entire chip with UV light. Hence, the process of .re-prog:amming is flexible, but 
slow, In addition, changillg the coutents does 11ot req\lire any addition.al 
committed equipment. Because these chips can be changed without opening a 
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casing, they are often used to store programmable ins1ructions in devices like 
printers. 

• Flash ROM: Flash ROM, also called flash BIOS or flash memory, is a type of 
constantly powered nonvolatile memory that can be erMed and re-programmed in 
blocks. It is a variation of EEPROM, which, unlike tla.~h memory, is erased and 
rewritten at the byte level. Flash memory is often u>sed to hold the control code 
such as the BIOS in a personal oomputer. When BIOS needs to be changed or 
rewritten, tbe flash memory can be written in block (rather than byte) sizes, thus 
making it easier to update. Flash mernory gets its name because the microchip is 
orgaliizcd so that a section of memory cells arc erased in a single action or 'flash'. 
Flash memory is used in digital cellular phones, digital cameras, LAN switches, 
PC cards for notebook computers, digitnl set-up boxC$, embedded contro11Cl1i ·and 
other devices. 

6.7.3 Virtual .Memory 

An imaginary memory area supported by some operating systems for example, 
Windows but not DOS, in conjum.1ion with the hW'~ware. You can think of virtual 
memory o.s on alternate set of memory addresses. Programs u.qc these virtual addresses 
rather than real addresses to store instructions and data. When the program is actually 
executed, the virtual addre:sses are converted into real memory addresses. 

The purpose of virtual memory is to enlarge the addre,s space, the set of addresses a 
program can utilize. For example, virtual memory might conta.iD twice as many 
addresses as main memory. A program using all of virtual memory, therefore, would 
not be able to fit in main memory all at once. Nevertheless, lhe computer could 
execute such a program by oopying into main memory those portions of the program 
needed at any given point during execution. 

To facilitate copying virtual memory into real memory, the operating system divides 
virtual memory into pages, eiu:h of which contains a fixed number of addresses. Each 
page is stored on a disk until it is needed When the page i• needed, the operating 
system copies it from disk to main memory, translating the virtual addresses into real 
addresses. 

6.7.4 Cache Memory 

Cache memory is a •mall-sized type of volatile compucer memory that provides high
speed data access to a processor and stores frequently used computer programs, 
applications and data. It i• the fastest memory in a computer, and is typically 
integrated ont0 the motherboard and directly embedded in the proce,sor or main 
random access memory (RAM). 

Cache memory provides faster data storage and access by storing instances of 
programs and data routinely accessed by the processor. Thus, when a processor 
requests data that alre.1dy has an instance in the cache memory; it does not need lo go 
to the main memory or the hard disk to fetch the data. 

Cache memory can be primary or seoondary cache memory. with prirn&l)I cache 
memory directly integrated into or closest to the processor. In addition to hardware
basod cacb.c, cache memory also can be a disk cache, whete a reserved portion on a 
disk stores and provides access to frequently llCCessed data/applications from the disk. 

6. 7.5 Registers 

Regisler are used lo quickly accept, store, and transfer data and instructions that are 
being used immediately by the CPU. there are various types of Registers tb.ose ace 
used for various purposes. Among of the some mostly used Registers named as AC 
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or Accumulator, Data ~gister or DR, the AR or Address Register, program counter 
(PC), .Memory Data Register (MDR), Index register, Memory Buffer Register. 

These Registers are used for perfonning various operations. While we arc workin!f on 
the System then these .Registers are used by the CPU for performing the opcrati~ns. 
When we gives some input 10 the system then the input will be stored into the 
Registers and when the system will give us the reS11lts after processing then the re\.ult 
will also be from the Registers, So that they are used by the CPU for processing, the 
data which is given by the user. 

6.8 SECONDARY STORAGE 

The secondary memory is used to store the data permanently in a com:Er, 
Secondary memory or secondary stor~gc is the.slowest and cheapest form ofmem ry. 
lt cannot be processed directly by the CPU. ft must be copied fir.-t into pri ry 
storage (also known as RA\1). 

S~ondary memory devices include magnetic disks Jik.: hard drives and floppy 
disks; optical disks such as CDs and CDROMs; ~nd magnetic tapes, which were ,, 11c 
first fomis of secondary memory. 

Secondary memory is computer memory that is non-volatil.: and persistent in nutµre 
and is not directly accessed by a computer/processor. It allows a user to store data that 
may be instantly and easily retrieved, transported and used by applications ~nd 
services. 

Secondary 'memory is also known as se-:ondary storage. 

Secondary memory consists of all permanent or persistent storage devices, such. as 
read-only memory (ROM), flash drives, hard disk drives (HOD), magnetic tape~ and 
other types of internal/external storage media. In computing operations, secondary 
memory is accessed only by the primary or main memory and later transported to the 
processor. 

Secondary memory is slower than primary memory but can store and retain data, even 
if the computer is not connected to electrical power. It also has substantial stodge 
capacities, ranging from megabytes to several terabytes of storage space within sio~le 
memory. 

Its classification is shown in Figure 6.9: 

-.do!yMomory 

Jl'i&ure 6.9: Clas1llltatlon of Secortdary Memory 

6.8.1 Sequential Access Memory 

Sequential Access ~el:"~ (SAM) is a class of data storage devices !hat read tb~ir . 
data in sequence. Thi~ 1s m contrast to mndom access memory (RAM) where data c+:,n 



be accessed in any order. Sequential access devices are usually a fonn of magnetic 
memo,y. 

While sequential access memory is read in sequence, acces~ can still be· made to 
arbitrary locations by ''seeking" to the request(:(! location. This operation, however, is 
often relatively inefficient. 

Magnetic sequential access memory is typically used for secondary storage in general
purpose computers due to their higher density at lower cost compared to RAM, as well 
as resistance to wear aod non-volatility. Examples of SAM devices still in use include 
hard dbb, CD-ROMs and magnetic tapes. Historically, drum memory has also been 
used. 

Magnetic Tape 

Magnetic tape is a type of physical storage media for different kinds of data. It is 
considered an analog solution, in contrast to more recent types of storage media, such 
as solid state disk (SSD) drives. Magnetic tape has been .a major vehicle for audio and 
bin.uy data storage for several decades, and is still. part of data storage for some 
systems. 

Originally, magnetic tape was designed to record sound. In computing, it holds binary 
data. In recent years, magnetic tape devices have be<lome scarcer with the emergence 
of digital imaging and audio-visual media storage. 

Magnetic tape was used in many of the larger and less complex mainframe· computers 
that predated today's personal computers (PC). 

One use of magnetic tape that still exists is tape vaulting for the storage of physical 
records. In Ibis process, technicians and other professionals back up digital data to 
magnetic tape to secure it in physical vaults as 11 redundant strategy in the event of 
disasters or other emergencies. 

6.8.2 Random Access Memory 
Random access memory (RAM) is a t:ype of data storage used in COUIPUlers that is 
generally located on the motherboard. This type of memory is volatile and all 
information that was stored in RAM is lost when the computer is twncd off. Volatile 
memory is temporary memory while ROM (read--0nly memory) is non-volatile and 
holds data pennanently when the power is turned off. 

The RAM chip may be individually mounted on the molherboard or in sets of several 
chips on a small board 001111ected to the motherbo¥d. Older memory~ were in the 
fom1 of chips called dual in-line peckagc (DIP). Although DIP chips are still used 
today, the majority_ of memory is in the form of a module, a narrow printed circuit 
boll!'d attached to a coonector on lhe motherboard. The three main memory circuit 
boards types containing chips are: RlMMs (Rambll8 in-line memory modules), 
DlMMs (dual in-line memory modules) and SIMMs (single in-line memory modules). 

There are two main types of RAM: dynamic random access memory (DRAM), or 
Dyllam.ic RAM, and static random a.::cess memory (SRAM). The RAM in most 
personal computers (PC's) is Dynamic RAM. All dynamfo RAM chips on DIMMs, 
S!MMs or RlMMs have to refresh every few milliseoonds by rewriting the data to the 
module. 

Static RAl'vJ (SRAM) is volatile memory and is often used in cache memo,:y and 
registers because it is a lot fast~r and does not require refreshing like Dynaroic RAM. 
SRAM retains infonnation awl is able to operate at higher speeds than DRAM. 
Because DRAM is a lot cheaper than SRAM, it's common to see PC manufacrurers 
\ISeDRAM. 
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Dynamic RAM is memory that needs refreshing. The refreshing is done Ebe 
memory controller which is part of the chipsct on the motherboard. Static 
(SRAM) docs not need refreshing and is used in memory cache on the c ntral 
processing unit (C.PU); it is called LI, L2 and L3 cache. Original SAAM was ~ored 
on the motherboard; later SRAM was inside of the CPU housing or stored on bojh the 
motherboard and iru;ide of the CPU. 

Magnetic Disc 

A magnetic disk is a storage device that uses a magnetization process to write, rel'-'rite 
and access data. It is covered with a roagnctic coating and stMes data in the fo,tn of 
tracks, spots and sectors. Hord disks, zip disk.~ and floppy disks are common exan;iplcs 
of magnetic disks. 

A magnetic disk primarily consist; of a rotating magnetic surface and a mechanical 
arm that moves over it. 1ne mechanical arm is used to read from and write to the ~isk. 
The data on a magnetic disk ill read a11d written \Uling a magricti~ation process. Data is 
orgaoiiicd on the disk in the fonn of tracks and ie<:tors, where tracks are the circular 
divisions of the disk. Tracks are further divided into sectors that contain blocks of 
data. All read and write operations on the magnetic disk are pcrfonned on the sectors. 

Magnetic disks have traditionally been used as primary storage in computers. Witlj the 
advent of solid-state drives (SSDs), magnetic di.~ks are no longer considered the cnly 
option. but are still commonly used. 

Floppy Disc 

A floppy disk drive (FDD), or floppy drive, is a hardware device that reads <l;ita 
storage infonnation. It was invented in 1967 by a team at IBM and was one of the first 
type3 of hardware storage that could read/write a poi:table device. FDDs are used for 
reading and writing on removable floppy dfacs. Floppy disks arc now outdated, ~nd 
hBve beeo replaced by other storage devices such as USB and networic tile transter. 

A floppy disk commonly came in three sizes, 8 inches, 5.5 inches and 3.S inc~es, 
becoming smaller as the technology advanced. The newer, 3.5-inch version used fl1C)re 
cutting-edge technology 811d held more data than previous models, while the original 
8-inch floppy drive was developed to load hardware-level inslrUctions and/or $ta 
structures called microcode into the IBM System/370 mainframe. The 8-inch flexfule 
diskette was mid-only, held RO kilobytes of memory and was referred to as a memory 
disk. Eight-inch floppy drives did oot connect to the motherboard, but rotated oh a 
turntable that was run by an idler wheel. 

As the floppy disk advanced to a smaller S.S- and J.S-inch designs, the FDD ch~nged 
a.~ well. To ac<:omniodate a smaller floppy disk, an FDD had to make aggressive 
changes by matching the size of the floppy disk drive opening to the size of !he floppy 
di,;k for compatibility. For mapy years, the majority of PCs and notebooks had a 
floppy drive. Using a floppy disk to exchange data between PCs was a standard 
method for many computer techniciatls. The floppy disk was one of the most common 
ways to store adequate amounts of dam outside of a computer's hard drive for personal 
use because they were l11expcn,ive and easy to carry. 

Ail technology advanced, floppy disks were finally able to read and write. By tftis 
point, FPDs had four basic cmnponents: 

1. Magnetic read/write heads { one or two) 

2. A spindle clamping device that held the disk i11 place as it was spinning 300 to 360 
rotations pe.r minute 

3. A frame wilh leveu that opened and closed the device 
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4. A circuit board that contained all of the eleclronics 

The readiwrite heads could read both sides of a disk, and the same head was used for 
reading and writing. A separate, wider head was used for erasing data 10 ensure !bat all 
data was erased without having to interfere with the data already on the adjacent track. 

A floppy drive cable could house two drives. In a computer system, the drive at the 
end of lhc cab le was drive A. When ,mother drive was added, it was connected to the 
middle of the cable and was called drive B. 

.Floppy drives are mostly a hardware device of the past. JS' ewer hardware devices have 
been introduced, including ZIP drives, CDs and USB. Today, floppy drives are 
usually not included on a PC, notebook or laptop. 

Hard Dis,~ 

When you save data or install programs on your computer, the information is typically 
written to your hard disk. The hard disk is a spindle of magnetic disks, called platters, 
that recocd and store information. Because the data is stored magnetically, information 
recorded to the hard disk remairu. intact after you furn your computer off. This is an 
impooant distinction between the hard disk and RAM, or memory, which is reset 
when the computer'& power is turned off. 

Tile hard disk is housed inside the hard drive, which reads and writes data to the disk. 
The hard drive also -transmit$ dam back and forth between the CPG and the disk. 
Wben you save data on your hard disk, the bard drive has to write thousands, if not 
millions, of ones and zeros to lhe hard disk. 

A hard drive fits inside a computer case and is fumty attached with the w:e of braces 
and screws to prevt:flt it from being jarred as it spios. Typically it spins at .S,400 to 
I S,000 RPM. The disk moves at an accelerated rate, allowing data to be accessed 
im1mxliaiely, :-Vfost hard drives operat.e on high spelld interfaces using serial ATA 
(SA TA) or serial attached technology. When the platters rotate, an arm with a 
read/write head extends across the platters. The ann writes new data to the platters and 
reads new data from them. Most hard drives use enhanced integrated drive electronics 
(EIDE) including cables and connectors to the motherboard. All data is $tored 
magneiically, allowing infonnatiun to be saved when power is shut off. 

Hard drives need a read only memory- (ROM) controller board to ·instruct ihe 
read/write heads how, when and where to move across the platters. Hard drives have 
disks stacked together and spin in unison. The read/write heads are controlled by an 
actualol', which magnetically reads from and writes to the platters. The read/write 
heads float on a film of air ahove the platters. Both sides of the platters are used to 
store data. Each side or surface of one disk i~ called a head, with each one divided into 
sectors and tracks. All tracks are the sa,:ne distance from the centre of the disk. 
Colleclively they COll'lpl'ise one cylinder. Data is written to ,i disk swung 111 the 
furthest track. The read/write heads move inward to the next cylinder once the first 
cylinder is filled. 

A hard drive is divided into one of more partition&, which can be futtber divided into 
logical drives or volumes. Usually a master boot record (.MBR) is found at the 
beginning of the hacd drive and contains a table of partition information. Each logical 
drive conlains a boot record, a file allocetion table (FAT) and a root directOI')' for the 
l' AT file system. 

OptiC11lDi$c 

An optical disk is any computer di&k 1hat uses optical storage technique, and 
technology to read and write data. It is a computer storage disk that stores data 
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digitally and uses laser heams lransmittcd from a laser head mounted on an oplical 
disk drive to rea<l and write data. 

An optical disk is primarily used as a portable and secondary storage device. It can 
store more data lhan the previoU,S generation of magnetic storage media, and has a 
relatively longer lifespan. Compact disks (CD), digital versatile/Video disks (DVD) 
and Blu-ray disks are currently the l'lll)S( commonly used fonns of optical disk,;, '!'hes..: 
disks arc generally used to: 

• Dislribut.e software to customers 

• Store large amounts of data such as music, images and videos 

• Transfer data to different computers or devices 

• Back up data from a local machine 

CD-ROM 

• 'Pronounced see-dee-rom. Short for Comp~t Disc-Read-Only Memory, a type 
of optical disk capable of storing large amounts of data -- up to 1 GR, although the 
most common size is 650MB (megabytes). A single CD-ROM has 
the storage capacity of 700 floppy disks, enough memory to store about 
300,000 text pages. 

• CD-ROMs are stamped by the vendor, and once stamped, they cannot be erased 
and filled with new data. To read a CD, you need a CD-ROM player. All CD
ROMs confonn to a standard size and format, so you can load any type of CD
ROM into any CD-ROM player. In addition, CD-ROM players arc capahle of 

· playing audio CDs. which share the same technology. 

• CD-ROMs are particularly well-suited to information that requires large storage 
capacity. This includes large software applications !hat support colour, graphics, 
sound, and especially video. 

Dat11 Storage Device 

A ~torage device is any computing hardware that is use<l for storing. porting and 
ex1racting data files and obj,:cl.$. lt can hold and store infonnation both temporarily 
and pennanently, and can be internal or cxtcmal to a computer, set"l'er or any similar 
computing device. 

A storage device may al.so be known as a storage medium or storage me/lia. These are 
one of the core components of any computing device. They store virtually all the data 
and applications on a computer, except hardware firmware. They are available in 
different fonns factors depending on the type of underlying device . .For exmlple, a 
standard oomputer has m11ltiple storage devices including RAM, cache, and hard disk, 
as well as possibly having optical disk drives and externally connected VSB drives. 

There arc two ditlercnt types of storage de'vices: 

• Primary storage devices: Gener.illy smaller in size, these are designed to hold data 
temporarily and are intemal IO the ccmputer. They have the fastest da!ll access 
speed, and include RAM and cache memory. · 

• Secondary stortJge d~vicM: These usually have large storage capacity, and they 
~tore data permanently. They can be either intcmal or cxtcmal to the computer, 
and they include the hard disk, optical disk drive and USB storage device. 

In a computer, da1a storage is the place where data is held in an elcctromaguetic or 
optical. form for access by a computer processor. 

I 



Storage is frequently used to descxibe the devices and data connected to the computer 
through input/output (J/O) operations •· that is, hard disk and tape systems and other 
fonns of storage that don't include oompulcr memory and other in-computer storage. 
For the enterprise, the options for this kind of storage are of a much greater variety 
and e1<pense than those related to memory. 

Pen Drives 

A pen drive, or a USB ilash drive, is a portable data-storage device. Pen drives have 
replaced the floppy drives of old and have become the most popular data-storage 
devices among consumers. Micro, lighhveight and handy, a pen drive can be easily 
carried from place to place by students, profossionel.11, academicians and independent 
tech consulcants. Currently available pen drives with storage capacities ranging from 
8GB and 32GB can be used to store graphics-heavy documents, photos, music files 
and video clips. 

Flash Memory Card 

A flash memory cud, sometimes called a storage card is a small storage device that 
uses nonvolatile semiconductor memory to store data on portable or remote computing 
devices. Such data includes text, picrure,s, audio and video. Most current products use 
ilash memory, although other memory technologies arc being developed, including 
devices that combine dynamic random access memory (DRAM) with flash memory. 

There are a nWllber of flash memory card types on the market, roughly divided 
between consumer devices and enterprise storage devices. 

These devices include the Secure Digital card (SD card} and its smaller variant, the 
micro SD card; Secure Digital High Capacity (SDHC} card; Conip!!elFlash card (CF 
card}; Smart Media card; Memory Slick; MultiMediaCard (MMC); xD-Picture card; 
and USB card. 

The above types of memory cards are usually associated with oonsumer devices, such 
as digital cameras. smartphones and tahlet<l. The C8J'ds come in varying sizes. and 
storage c.lpa<:ities. 

Most t:ypeS of memory cards available have conslantly powered, nonvolatile memory, 
pe.rticulerly NA ND flash. Nonvolatile memory safeguards data in the event of a power 
outage, software bug or other disruptioo, aod also eliminates the need 10 periodically 
refresh data on the memory card. Because memory cards use solid-state media, they 
involve no moving parts and a.re less likely lo suffer mechanical difticultics. 

6.8.3 Differences between the Primary and Secondary Memory 

The following table list out some of the key differences between the primary and 
secondary memory: 

Tabl~ 6.1: Difl'~rence, between the Primary and Serondary Memory 

S.No. l'rllDMI)' Oltll!OI')' Secondary me,pory 

I. The memory dc:viocs usod for primuy The 9e<l0ods,y ,nemory devi.ces are magnetic 
m.eu,<)I')' are se,oiconductor mmnorie:, and optic«! memories. 

2. 1k pti!llary ,neiru»y i& volatile (KAM) as The seoondo,y roemocy is .!way& nonvolu1ile. 
well as non-volatik 1111,m<>Ji."-' (ROM). 

J. . The primary mcmocy is <OIJ1Jl<lOCd of The &~ memory is enaugli <apable to 

4. 

prog,-a,r,s aod data tllat are presently being store huge amount of i•form.tiOfl. 
oscd by lhe mic,o-proc-,. 

I 
Faster as c¢Dll>ated 
.econdarv meroorv. 

tbe Slow as oompered with Ille primaly m,-rnol}', 

Con1d ... 
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5. 

6. 

I 
Prif'l'\dry memory a kno'Nn as main 
men\OIY. 

Secoi>dary memory is known as additio~I i 
mt:;mory or Jx.t..:k memory. 

- ---Ihes-e memories are 31$\) caUed as inttmtd These me1n9ries are also cafJ~d· a.~ t$Xteinal 
1 memory, , memory . 

. -7, I .~~in~3J)' memory ~~raty. ~ ~ se:~ memory is pennanent. 

I ~ The ,um.111ly avitilable capacity of Currently th~ swmdory memoric, a.re 
f I primary me,nory is 512 MB to 3 GB av~ilable from 8U G8 to 4 TB H•nl Di!>e 
I RA'\1•. Duve. 

6.9 FLOPPY DISK DRIVES 
Floppy disks are made of round plastic dis.ks located with magnetic oxide particles! 
The disks are unclosed in a pl~tic jacket which protects the magnetic recording 
surface from damage. Floppy disks come in 3 sizes: 8 inch, S¼ inch and 3 • /2 inch. Ali 
disk sizes can never be sinele-sicled or double-sided. Single-sided disks store data o~ 
only one ~ide of disk and double-~ides disks store on both sides. Floppy disks can also 
be classified on the basis of data !hey can. This is called disks density. There are three 
level of floppy disk density: single den&ity, double-density and high-density. 

Construction of 5.25 inch Floppy Di* 

&I 
•· 
I 

- Write Enabl• Notth 

Disk Jack•t 

l~b•I 
'index hol• 

CentHI Hub 

Figure 6.10: Floppy 

I 

Disk J11cket: The disk is enclosed in a plastic jacket to protect !he disk surface 
oontamina1ion caused by dust, dirt and smoke. Stte:.s Relief Notches on the bottom of 

· disk jacket are two nolche.< called stress relief notch~. They help to relieve stress 011 

the disk. Some drive» also us.e these notches ro keop lhe disk in proper position in the 
drive. 

Media Access Hofe: lbere is a Media Access hole on each side of disk. When you 
insert the disk in-a drive, !he head is positioned over these holes to read or write on 
di~k. 

Index Huie: The index hole indicates the start of sector. Soft-sectored disks have only 
I index hole and hard sectored disks have 8 or 9 index holes and each hole represents 
start of a sector. 

Wrile E11ttbk Nouh: ln order to write on a disk thi~ notch must be prcsenL If you 
want to protect the di,;k, from accidental I~ of data then you have to cover this notch 
wilh a strip of tape. 

Central Hub: ln the center of the disk there is a big hole known as Centtal Hub 
Access hole. Wlten you insert the disk in the drive, a cone shaped clamp centers the 
disk and clamps it to !he spindle motor. 

htdex Hole: This hole v,as the GOro-puter's way of knowing where !he starting point of 
the sector was on the diskette by physically having a hole punch..-d in the film disc 
within the plastic ca.\ing. 



There are many types of lloppics dcpcnuing upon their sizes and storage capaci1ics as 
summarized in Table 6.2. The original floppy, developed by IBM, is an 8" floppy, but 
lhe most popular sizes available for prcscnl day PCs arc 51/4" and 3 li2''. l11e storage 
capacity of floppies varies from 360 KR to I .44 MR. The Jloppies can store data on 
both sides (Doublc-sidcu Floppies) or on single side (Single-sided Floppies) 
depending upon the floppy drive. Double-sided floppy drives arc mos! frequently used 
in present day PCs. The latest floppy drive, that packs two high density floppy drives 
( 5 .25 & J .5 inch) into a single package, is known as Combo Drive. 

Table 6.2: Cornpal'i,on among Different Types of Floppies 
·---·-·-·--···-

Type <>ffloppy Sh:t DttHitf ~i..:ton Tncl<s Slol'age 
Capn<lty 

osoo• 5.25 inch l'Jouble 9 40 360K 

1)$1.D* 3.5 inch Low 9 
.. 

80 720 K 

DSHD• Big S.25 inch Hi9h IS 80 t.2MB 

OSTIDSinall I 35 inch High 18 80 1.44 MB . 
• DS ,i.nds for Double Sided, LD for Lmv Dcn,;ity and HD for High Density 

6.10 WINCHESTER DISK 

Winchester Disk is the most common storage device of present day microcomputers. 
It is popularly called as the Hartl Oisk Drive (HDD) or sometimes as Fil!.ed Disk 
Drive. It is Ii.too inside the compu1er and is not easily removable. It is u.sed for sloriug 
the software and data inside the computer. rt is also known as 'Winchester Disk·, 
probably because this drive was first made by IBM at H=ley Labornlory, located 
near Winchester in England, . 

Winchester Disk consists of one or more Jisk platters, an access mechanism and 
read/write heads which ·arc scaled in a case as shown in Fig11rc 6.11. Hartl disk si,.c 
depends upon the disk platter's diameter. There are many different platter sizes (such 
as 5,1, .• :l'i., 2'i, inch etc.). The 31/, inch size_platttt is common wilh PCs and 21i, inch 
with laptopiponable computers. Read/write head is used to write any information on 
the disk surface or to read ii back. 

There are different lypcs of hard disks depending upon their storage capacities. 
Storage capacities of hard disks rnnge from IO MB to several GBs, but t .2 GB 10 4.1 
GB are now-a-days a common pa.rt of Pentium computers. 

Centtal t:haft 
I 

Rea6/writP. t-w,,wJ 

l 
accaasarms 

J;igurc 6.11: Internal St"1dur~ of a Whtehcstcr 1'isk 
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6.11 HARD DISCS 

A hard disk drive is. the device used to store larg1: amounts of digital information i~ 
computers IUld related equipmoot like it>ods and games consoles such as the Xbox 360 
and PS3. Hard disk drives are used to siorc op1:rating systelllli, software and working 
data. These are suitable for any application which requires very fast aeccss to data for 
both reading and writirq: to. However, hard disk drives may not be suitable rot 
applications which need portability. 

Almost all computers use a fixed hard disc. Used for on-line and real time processe~ 
r<::quiring direct access. Used in file servers for computer network.~ to store lirg 
amount of data. 

F:igure 6.11: Karo DJsc 

6.12 OPTICAL DISKS CD-ROM 

Almost all optical storage involves the use of a 5" dillk from which data is·read by a 
laser. Optical media can be read only ( 8UCh as c-0mmcreial sc>ftware, music or movie 
disks), write-One, or rewritable, and cWTeOtly ellists in one of three basic formats. 
These arc Compact Disk (CD), Digital Versatile Disk (DVD) and Blu-Ray disk (BD). 
A fourth format called High-Definition DVD (HD DVD) is no more preferred. 

6.12. t Compact Disk 

Compact disk is a vczy mature, Jow-co,t and reliable sCo.rage media particularly well 
suited for most penonal computer user~ for incremental data acclliving, a,; well a,; for 
the physical exchange of moderat~sized qualities of data. Writable compact disks can 
be either CD-R (which are a write-one media) or CD-RW (to which data can be 
written aad erased typically a few hundred times). The storage capacity of a compact ; 
disk is up to about 700MB for CD-R and some :,vhet less for CD-R W media (and 
depending on tbe fonnat used 10 write the data). 

For the reliable back-up or exchange ofup to ~OOM8 of data there is still little to beat 
a compact disk. Problems accessing a CD-R disk are now very rare, and the cost of the 
disks is low if bought in bulk in ''pancakes" ot 25, 50 or I 00 disks. The media are also 
phy,;ically very d11rable - and certainly coo.~jderably more so than an external hard 
disk. The ooly real drawbacks to compact di~l<s for data storage are the speed of 



access (even if a modem drive will write and verify a CD-R in well under five 
minutes) and the relatively limited capacity. 

6.12.2 DVD 

DVD followed compact disk into the optical storage arena, and most new computers 
are 1iow equipped with an optical drive that will read and write both CD and DVD 
media. 

DVD ROM and DVD RAM disks are optical disks having a storage capacity of 4. 7 
GB and 5.2 GB respectively. These disks are becoming the next generation's new 
standard for higher capacity removable media. They are ideal for storage of huge 
amount of information required for multimedia applications. One can put 133 minutes 
of high quality of video with digital sound on a DVD RAM Disk. The picture of DVD 
RAM disk is shown in Figure 6.13. 

Figure 6.13: A DVD RAM Oisk 

DVD comes in two write-once fom1ats (DVD-R and DVD+R), as well as two 
rewritable formats (DVD-R W and DVD-RW). Many older DVD writers will only 
write to either DVD-R or DVD-RW or to DVD IR and DVD I RW, so users need to 
take care of purchasing the right media. Also many DVD drives will only read one 
type of rewritable media, and again users need to carefully take this into account when 
producing dish for other peop.le. In general, it is fairly wide-acccptc<l that DVI>+R is 
the most "stable" widely-readable 1,1,Tite~-.nce format (especially in domestic DVD 
video players) due to having superior error correction and burning control than DVD
R, whilst DVD+RW is the most flexible re-writable format. 

To make matters a little more confusing, Pana.wnic also created a format called DVD 
RAM. This is ac.rually a iruperb re-writable technology (disk, can reliably be re
written tens of thousands of times, as oppO$Cd realistically to hundreds of times for 
DVD,RW or DVDtRW). DVD RAM disks are also starting to be widely used in 
domestic DVD rocoroon., anti arc available in caddy units that can be either single or 
double sided. For video recording purposes and stap le data archiving, DVD RAM is 
the media of choice. The only constraint is that many DVD drives still will not read or 
write DVD RAM disks (although the number is raridly growing}, with even fewer 
drives accepting the caddied disks that offer the media the best protection from tlusl, 
and hence maximum the durability. Windows XP also has only limited support for 
DVDRAM 

The standard capacity for any format of DVD media is 4.7 GB. Commercial read-only 
disks (as used to distribute movies) double thi.s to 8.5Gll by storing the data on two 
layers. Yet two more fonuats of DVD write-one disk (DVD-R DL and DVD+R DL) 
also exist to copy the same trick to raise writeable DVD data storage capacity to 
8.5GB. However, once again not all drives will write these media, and in tem1s of cost 
rer gigabyre it remains far chell(ler (if Jess envitonmentally or archive-space friendly) 
to write 1wo DVD-R or DVD· R disks rather dian a single double h1ycr (DL) tlisk. 
Double-sided DVD RAM disks that physically have to be turned over to read or write 
the other side--have a cllp11cily of 9.4 GB. 

)15 

Sk'lrl!.gc Dcf-:cs. 
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6.12.3 Blu-Ray Disk 

Blu-Ray disk is the higb-capaciry successor to DVD, and the only surviving new 
optical disk media on the block. It was developed by the Blu-Ray Disk 
Association (BPA} as a higher-capacity replacement for DVD (and especially 10 atlow 
for the distribution and home recording of movies in high definition). Whilst most of 
the attention in this area has until recently been focused on Blu-Ray's baulc witli HD 
DVD (see below), for computer users Blu-R.ay already offers write-once {BD-R} and 
re-writable (BD-RE} disk capacities of 25GB on a single-layer disk and 50GB on a 
dual layer disks. Just as importantly for the format, multi-hu11dred GB disks arc 
already in the lab and on the consumer hori7.on. 

6.12.4 HD-DVD 

It is worth noting for completeness that HD DVP was the contender to Blu-Ray Disk 
to replace nvo as the ncx.t generation optical storage media for both computer data 
storage and domestic video use. HD DVD dislcs had a 15GB capacity (lower than Blu
Ray disk at 25 or 50GB, and not that much higher than dual layer DVD-R DL or 
DVD+R DL disks at 8.5GB). HD DVD wu created by Toshiba and NF'.C, and was 
hacked by Microsoft. However, most movie studios and other computer industry 
players (iocluding Sony, Panasonic, Philips, Samsung, Pioneer, Sharp, NC, Hitachi, 
Mitsubishi, TDK. ThornSO'll, LG, Apple, HP and Dell} were on the side of Blu-Ray. 
lndeed, it was following the d~fection in early 2008 of Wamt':f Bros -from HD DVD 
camp that Blu-Ray won the high capacity optical disk fomiat wars. 

6.12.S VCD 

Video Compact Disc (VCD) is a compact disk fonnat based on CD-ROM XA that is 
specifically designed to hold MPF'.G-1 video data and to include interactive 
capabilities. VCD hl!S a rel!Olution similar to that of VHS, which is fur short uf the 
resolulion of DVD. Each VCD disk holds 72-74 minutes of video and has a data 
transfer rate ·of 1.44 Mbps. VCPs can be played on a VCD player connected to a 
tel~vision set (in the same: way that video cassettes can on a VCR) or computer, on a 
CD-i player, on some CD-ROM drives, and some PVD players. 

6.13 MASS STORAGES DEVICES 

Mass Storages Devices refers to various techniques and devices for storing large 
amounts of data. TI1e earlie.,t storage devices were punched paper cards, which were 
used as early as 1804 to control 1ilk-wee.vi11g looms. Modem mass storage devices 
include all types of disk drivee and tape drives. Mass storage is distinct from memu1y, 
which refers to temporary storage areas within the coo:qiuter. Unlike main memory, 
mass storage devices retain data even when the computer is turned off. 

The main types of mass storage arc as follows: 

• F/Qppy di.~k$: Relatively "1ow and ha,1c a small capacity, hut they are portable, 
inexpensive and u11iversal. 

• Hard tusks: Very fast and with more capacity than floppy disks, hut also more 
expensive. Some hard disk ~ystems arc portable {removable cartridges), but most 
are not. 

• OpthYll disks: L'nlilc.e floppy and hard disks, which use electromagnetism to 
encode data, optical disk sys rems use a laser to read and write data. Optical disks 
have very large storage caplleity, but they are not as fast as hard disks. ln addition, 
I.he inexpensive optical d.isk drives arc read--ooly. Read/write varieties are 
expensive. 



• T11pes: Relatively inexpensive and cai, have very large storage capacities, but they 
do not pem1it random access of data. 

!$!ass storage is measured in kilobytes (1,024 bytes), megabytes (1.024 kilobytes), 
gigabytes (1,024 megabytes) and terabytes (1,024 gieabytes). Mass storage is 
sometimes called auxilia,y storage. 

6.13.1 Zip Drive 

A Zip drive is a small, portable disk drive used primarily for backing up and archiving 
personal computer files. The trade marked Zip drive was developed and sold by 
Iomega Corporation. Zip drives and disks come in two sizes. The I 00 megabyte size 
actually holds 100,431,872 byte• of data or the equivalent of 70 floppy diskettes. 
There is also a 250 megabyte drive and disk. The Iomega Zip drive comes with a 
software utility that lets you copy the entire contents of your hard diive to one or more 
Zip disks. 

6.13 .2 FJash Drives 

A flash drive is a small, ultra-portable storage device which unlike an optical drive or 
a traditional hard drive, has no moving parts. 

Flash drives connect to computers and other devices via a built-in t;SB Type-a plug, 
making a flash drive a combination ofUSB device and the c».ble. 

flash drives are often referred to as pen drives, thumb drives, or jump drives. The 
t~nns USB drive and Solid State Drive (SSD) are also sometimes used but most of the 
time those refer to larger and not-so-mobile USB-based storage devices. 

How to Use a Flash Drive? 

To use a flash drive, j1L~t insert the drive into a free US'8 port on the computer. 

On most computers, you will be 11lerted that the flam drive was inserted and the 
contents of the drive will appear on the screeo, similar to how other drives on your 
computer appear when you browse for files. 

Eltactly what 'happens when you use your flash drive depends on your version of 
Windows or other operating system, and how you have your roml)uter configured. 

6.13.3 Memory Card 

A memory card, flash card or memory cartridge is an electronic fla&h memory data 
storage device used for storing digital infoml8tion. These are commonly used in 
portable electronic devices, such a~ digital cameras. mobile phones, laptol) computers, 
tablets, PDAs, portable media players, video game consoLes, synthesizers, electronic 
keybow-ds and digital pianos. 

6,14 DRIVING NAMING CONVENTIONS IN A PC 

In the Windows world, drives can be identified by their names (such as 
"Windows? OS") and their drive letter.. (such a.~ "C:"'}. The important thing to 
remember is that Window.~ really only car~ about the drive letter. That has to be 
unique; you cannot have two drives labeled E: on the same computer. 

The name, on the other hand, is just for convenience. Windows display it and let you 
edit it, but the OS does not use it when selecting which drive to access. That's why you 
can have two or more drives with the exact same name without confusing Windows. 
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Just for clarity, I'm u.~ing the word drive here to mean not a physical drive but a 
partition. Of course, if a physical drive has only one partition, it's effectively the same 
thing. t 

The dri°ve letter plays an important role in telling Windows where to look. A file in 
C:\Users probably is not also in D:\Users. The drive letter standard, with the colon(:), 
dates back to hefore DOS. 

By default, in Windows (and in DOS before it). the boot drive is C:. Other drives, 
whether they're internal, external, optical, or additional partitions, get other le~ers, 
usually in the order they were assigned: D:. E:, and so on. 

What about drives A: and B'! Their absence is a historical relic. 'fhose letters y.,ere 
originally set aside for floppy drives. 

Changing a drive letter can cause problems. For instance, if y'ou've got a shortcut that 
points lo a program installed on e;\ and you change drive E: to F:, the shortcut will 
not work. 

Fill in the blanks: 

I. ____ time, also known as response time or latency, refers to how 
quickly the memory can respond to a read or write ~uest. 

2. ____ time refers to lbe minimum period between two successive 
requests. 

3. \.ia.~s storage i» distinct from ____ ,. which refers to temporary 
storage areas wilhin the computer. 

4. A gigabyte(OB) isarueasureofmeo,ory space equal to 1024 ___ _ 

5. An EPROM can be erased and reprogrammed repeatedly. It can be erased 
by simply exposing it to a strong sou.n:e of ____ light for a certain 
amount of lime. 

6. A ____ is the device used to store large amounts of digital 
information in computers and related equipment like iPods and games 
consoles such as the Xbox 360 and PSJ. 

6.15 LET US SUM UP 

• Storage devices are me data storage devices that are used in the computers to store 
the data. The computer has many types of dala s1orage devices. Some of them can 
be classified as the removable data storage devices and the others as the non
removable data storage devices. 

• Accordiag to volatility, memory fa classified in two caregorfos: Non-volalile 
;';fcmory and Volatile Memoxy 

• According to accessibility, memory is classified in two categories, Random 
Access and Sequential Access. 

• The memory is of two types: ;';fain .Memory and Secondary .Memory 

• Computer 111.emorie~ are internal storage areas in the computer us~ to eitHer 
temporarily or penDAncntly store data or instructions to be processed. 

♦ There are four basic type~ of computer memory: Cache .Memory, RAM, Virtual 
Memory and Hard Drives. 



• A basic memory unit provides the ability to store and access a fixed number of 
bits. Each bit within such a unit may be selected individually for reading and 
writing. Usually only one bit in a giv,m memory unit may be acces~ at a time. 

• · There are two principal ways to assign memory units to the address space: Bank 
Addre~ing and Interleaving. 

• A content-addressable memory, abbreviated CAM and known also as associative 
memory, provides an automatic parallel search c~ability. 

• It ha-. the ability to check the contents of all its locations at the same time to 
idtllltify those which match a particular pattern. Each location in 'such a memory 
includes its own circuib to compare patterns. 

• Other types of operations that may be possible on associative memories include: 
Count Matches, Masked Write, Multi-write, Store, Address Operations and Tag 
Operations. 

• Memory on computers is measured in bits. byte5, words, pages, sectors, 
megabytes and gigabytes, among other units of measure. 

• There are two types of random access memory, which are as follows: Static RAM 
(SRAM) and Dynamic RAM (DRAM). 

• There are different types of ROMs, which are as follows: Masked ROM, 
Programmable ROM (PROM), Erasable l'rogrammable ROM (EPROM), 
Electrically Erasable Programmable ROM (EEPROM) and Flash ROM. 

• The secondary memory is used to store the data permanently in the computer. 
Secondary memory is the slowest and cheapest fonn of memory. It cannot be 
processed directly by the CPU. It must ftrst be copied into primary storage. 

• Secondary memory devices include magnetic disks like hard drives and floppy 
disks; optical dis.ks such as CDs and CDROMs; and magnetic tapes. which were 
the first forms of secondary memory. 

• Magnetic Disk is Flat, circular planer with metallic cooong that is rotated beneath 
read/write heads. It is a random acoeM device; read/write head can be moved to 
any location on the platter. 

• floppy disks are made of round plastic disk& located with magnetic oxide 
particles. Floppy disks come in 3 sizes: 8 inch, 5¼ inch and 3 '/'1, ioch. A II disk 
sizes can never be single-sided or doubl-ided. 

• A hard disk drive is the device used to store large amounts of digital information 
in computers and related equipment like i.Pods and games consoles such as ·t1te 
Xbox 360 and PS3. Hard disk drives are used to store operating &ystems, software 
and working data. 

• Almost all computers used a fixed hard disc. Used for on-line and real time 
processes requiring direct access. Used in file SCJVeni for computer networkll to 
store large amount of data. 

• Optical media can be read only (such as commercial software, music or movie 
disks), write-one. or rewrilable, and currently exists in one of three basic formats. 
These are Compact Di&k (CD), Digital Versatile Disk (DVD) and Blu-Ray Disk 
(BD). A fourth format called High-Definition DVD (HD DVD) is not used now. 

• It is worth noting for completenes.,; that HD DVD was the contender to Blu-Ray 
Disk to replace DVD as the next generation optical storage media for both 
computer data storage and domestic video U!C. ' 
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• HD DVD disks bad a 15GB capacity (!owcr lhan Blu-Ray disk at 25 or 50GB, and
not that much higher than dua\ layer DVD�R DL or DVD-1-R DL disks at 8.5GB).

• Ma..,;;s Storages Devices refers to various techniques and devices for storing lacge
amounls of dam. The eariiest .�toragc de vices were punche.d pa per cards, which
were used as early as 1804 to control silk-weaving looms.

• The matn types of ma11s s:torage arc: Floppy disks, Hard disks. Optical disks and
Tapes.

6.16 UNIT END ACTIVITY 

Make a li�t of characteristics of CD, DVD, VCD and CD-ROM. 

6.17 KEYWORDS 

Address Upt1rations .- Detennine the coordi flate addre.�s of a tagged word, or read or 
write by address. 

Byte: A byte is eight bits and can hold a value from 0 to 255 (2 to the 8th power, lc�s 
1). Bit stands fur binary digit, or a number place that can have only two values: 0 or L 

Count Ma,ches: This <lpt::ration indicates how many tag bits are set. Often the posi:;ible 
an·swers are restricted to zero, one, or many. It is more difficult to provide an exact 
cOW1t if there is more than one match. 

Fwppy Disks; Relatively slow and have a small capacity, but they arc portable. 
inexpensive and univenal. 

Gigabyw: A gigabyte (GB) is a measure of · mem0ty space · equal to ?024 megabytes or 
? ,073. 741,824 bytes. 

Half-word: The half-word is a unit of storage on PA�RISC machines., equal to l 6-bits 
or half of a 32-bit Wo,rd. 

Hard Dish; Very fi'llSt and with more capacity titan floppy disks. but also more 
expensive. Some h.ml disk systems are portabk: (removable c.rutridges), but most are 
not. 

KilobJ•te: A kilobyte (KB) .i:i 1024 byl�. or 2 to the J 0th power. 

M«sked Write; Write data from the dam regi�er into only the bits selected by the 
mask register (u:i the tagged word). Other bit:; remain unchanged. 

Megabyte: A megabyte (MB) is a. memory space measures equal to 1,048.576 bytes 
(l 024 ti1nes 1024). or 2 to the 20th power. A megabyte is equal to 4,096 MPE secton:.

Multt.wrile: Write data into aU tagged words at lhe same time.

Non-votatue Mel#ory: Wil1 retain the stored information even if it is not constantly 
supplied with electric powc·r.- It is suitable for longrtenn storage ofinfonnation. 

Optical Did.ir: Cnljke floppy and hard dt!lks, which use electromagnetism to encode 
date.. optical disk sy�te:ms use a laser to read and write dala. Optical disks have very 
large storage capacity. but they arc nol as fast as hard disks. 

Page: The address space of the PA-RISC machine� is divided into Ullits of 2048 bytes, 
cal led pages. 

Sector; Sector:; are an archaic measure of disc space sometimes used on MPE. 

Store: Write a date word into any empty localfon. rathcr than a ielected. one. 

Tag Ope,-atk,n: Set, clear or read a tag register. or copy among multiple tag registers. 



T11pes: Relatively inexpensive and can have very large storage capacities, but they do 
not permit random access of data. 

Volatile ltlemory: Requires constant power to maintain the stored information. Since 
primary storage is required to be very fast, it predominantly uses volatile memory. 

· Word: The word is the basic unit for accessing computer storngc on a particular 
machine, usually the sile of each instruction and the size of the data value which is 
most efficiently processed. · 

6.18 QUESTIONS FOR DISCUSSION 
1. What do you mean by memory and stornge devices? Classify the memory 

according to volatility and accessibility. 

2. What is a primary memory? What are the types of primary memories? 

3. Explain the storage evaluation criteria. Explain all about secondary storage 
devices. 

4. Explain the memory organization with suitable diagram. What are the addressing 
strati:gies of memoiy? 

S. What arc the two principal ways to assign memory units to the address space? 
Explain the content-addressable memori~s. 

6. What arc the types of operations associated with memories? How to measure 
memory on computers? 

7. What is a random access memory'! What are the typca of random access memory? 

8. Explain the working of magnetic disk, floppy and hard disk, 

9. Explain all about the Optical Disks C~ROM like Compact Disk (CD), Digital 
Versatile Disk (DVD) 1111d Blu-Ray Disk (BD). 

I 0. What do you mean by the mass storages devices? 

11. What a~ the main types of mass stornge? Explain the diffonmces betwem the 
primary and seco_ndary memory. 

Check Your Progress: Model Answer 

I. Access 

2. Memory Cycle 

3, Memory 

4_ Megabytes 

5. Ultraviolet (UV) 

6. Hard disk 
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7 �O AIJ\11S .AND OBJECTIVES 

After srudy1ng this lesson, you should be able to: 

• Know about the concept of software

,e Explain the needs of software 

• Describe system software

• Analyse 11.ppltqi.tion software
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• Learn about the advautagei; and disadvantages of open-source wftware 

• E~plain the benefits and feature~ of ID Es 

7.1 INTRODUCTI0.:-.1 

Software, in its most general sense, is a set of instructions or progr.ims instructing a 
computer to do specific tasks. Software is a generic term used to describe computer 
programs. Scripts, applicatioM, programs and a set of instructions are the tcnns often 
used to describe software. System 110ftware setves as a base for application software, 
System software includes device drivers. Operating Systems (OSs), compilers, disk 
formauers, 1ext editors and utilities helping the computer to operate more efliciently. I 
It is also responsible for managing hardware components and providing basic non-task 
specific functions. The system software is usually written in C programming language. 
On the other hand, application software is intended to perform certain tasks. In this 
lesson, we will discuss basis of software, lypes of software, open-source software and 
Integrated Development 'Environment (IOF.). 

7.2 \VHAT DOES SOFT\\/ARE STAND FOR? 
Software is a set of programs, which is designed to perform a well-defined function. A 
program is a sequence of instructions written to solve a particular problem. 

Computer software is a program that tells a computer what to do. These irut:ructiorus 
might be internal command$, such as updating the system clock, or a response to 
external input received from the keyboard or mouse. Though there are many different 
types of software made both with open source and propriecaiy standards, the 
programming mostly comes down to a few basic rules. 

7.2.1 How Software Works? 

Hardware only understands the two basic conceplS, on and off, which are represented 
as ls and Os in binary language. Software acts as the translator between human 
Languages and l>imry, which makes it possible for the hardware to unden;tand the 
instructions being fed into it. Programmers write (:()mmands called source code in 
progr=ing languages that are similar 10 what someone might use in cvciyday 
speech. AJ'lother program called a wmpiler i$ then w;ed to transform the source code 
commands into binary. The result is an executable computer program. 

7.3 ~EEDS OF SOFTWARE 
Business in today's world need dedicated software for successful operation and 
growth. The easiest and most c01lvenient way is to use project management software 
with online collaboration. There are various lypts of software to help in the business 
needs. 

Acc011ming software helps in e.uiog the financial issues and the accounting learn docs 
not get over burdened with lhe i~ues related to accounts and finances of the company. 
lt helps the company to record and process ba.sic accounting transactions. It also helps 
to manage financial relation.5hips with different companies or customers. Over the 
time, it becomes a vast database storing all the important financial infol'mation and 
managing it becomes very easy with the dedicated 11ccounting software. 

The bu~iness can be linked lO lhe emails of hundreds of potential clients via business 
management software platforms. There are many hosting companies that provide 
dedicated email and website domains which help io numaging the client's emails and 
notifying them whenever needed. 



Business software helps with documentation lJlllllagemeot as documents let the world 
know ahout you, your work and how do you do it. Text documents, rnbular sheets, 
business plans, presentations are some of the example:. of the types of documents. 
Word processing and managing software has evolved as major business software over 
the years. · 

CRM (Customer Relationship Management), as the name suggests, helps a firm to 
keep a track of the customers and the r<.:lationsbip with them. It is very helpful 
software when it comes to large number of clients as it not only helps to keep an eye 
on the number of clients that a firm has, hut it also helps in managing the 
appointments with them. Also, it reminds ahout the follow ups <.:ven wh~n the 
professional relationship has ended ro see if your valuable (former) customers are 
interested for any fimher pro_jects. 

7.4 TYPES OF SOFTWARE 

There arc two types of software: 

1. System Softwar<.: 

2. Application Software 

7.4.1 System Software 

The system software is a colltcLion of programs dc.-signcd to ope,:ate, control and 
extend the proce~sing c.apahilitie~ of the computer itself. System software is generally 
prepared by the computer manufacturers. These ~oftware product8 comprise of 
programs written in low-level languMges, which internet v,,ith the hardware at a very 
basic level. Syst<.m software scrvcs as the interface between the hardware and the end 
users. 

Some examples of systllffi software are Operating System, Compilers, lnleqm,ter, 
Assembl•irs, etc. 

Linux 

Figure 7.1: System Soflwaro 

System :software includes: 

• OFNlling Syarrt,ns: These are essential collections of software that manage 
resources a.nd_provides common seIVices for other software that nms "on top" of 
them. Supervisory programs, boot loader&, shells and window ~ystcim an; core 
;;>arts of operating §ystem~. In practice, an opemFing system comes bundled with 
additional software (inch,<ling application software) so that a user can potentially 
do some work with a computer that only has one operating system. 

• Device Drivers: This software operates or control~ a pruti<-~dar type of device that 
is attached to a computa. Each device needs at least one corresponding device 
driver; because a computer typically has at ]east one input device and ~t least one 
output device but needs more than one device driver. 

,b 
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• Utilities: These arc computer programs designed to assist u:;ers for the 
maiotenaoce and care of their computers. 

Here is a list of some of the most prominent features of system software: 

• Cl&se to the system 

• Fast in speed 

• Difficult to design 

• Difficult ·to understand 

• Less interactive 

• Smaller in size 

• Difficult to manipulate 

• Generally written in low-level language 

7.4.:Z Application Software 

Appliclttioo soft=re products are d~igne<l to salisfy II particul~ need of a particular 
environment. All software i1pplie11tions prepared io the computer lab can come under 
the category of application software. 

Application software may consist of a single program, such as Microsoft's notepad for 
writing and editing a simple text. It may also coosist of a colleclion of prog,.uns, often 
called a software package, which work together to accomplish a wk, such as a 
spreadshoet package. 

Examples of application software are the following: 

• Payroll Software 

• Student Record Software 

• Inventory Management Software 

• Income Ta1t Software 

• Railways Reservation Software 

• Microsoft Office Suite Software 

• Microsoft Word 

• Microsoft Excel 

• Microsoft PowerPoint 

Cn 
Mi~ ~ U-

Office 
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••i,gure 7.2: Application Soft!'tare 

The features of applica1ioo software are as follows: 

• Close to the user 

• Easy to design 



• More interactive 

• Slow in speed 

• Generally written in high-level language· 

• Easy to understand 

• Easy to manipulate aod use 

• Bigger in size and requires large storage- space 

7.4.3 Other Types of Software 

There are many different types of software, · which can be a little confusing for the 
uninitiated. Let's discuss a brief definition of each type, and the differences between 
them here. 

• Progrt1mmit,g So~: This is a set of tools to aid the developers to write 
programs. The various tools available are compilers, linkers, debuggers, 
inteJpreters aad text editors. 

• Retail software: This type is sold off the shelves of retail stores. It includes 
expensive packagiog designed to catch the eye of &hoppers and, as such, is 
generally more expensive. An advantage of retail software is that it comes with 
printed manuals and installation insttuctions, missing in hard-oopy form from 
virtually ever:y other category. However, when hard-<:0py manuals and 
instructions arc not r<:quir«I, a down loadable version of the Internet will be less 
expensive, if availahle. 

• OEM software: OEM stands for "original equipment manufacturer" and refers to 
software that i~ sold to computer builders and hardware manufacturers (OEMs) in 
large quantities, for the pmpose of bundling with computer hardware. For 
example, Microsoft has contracts with various. companies including Dell 
Computers, Toshiba, Gateway and others. Microsoft sells its operating systems as 
OEM software at a roduced price, minus retail packaging, manuals and installation 
instructions. Re~eller.i install the operating system before sysrems are sold and the 
OEM CD is supplied to the buyer. The "manual" consists of the Help menu built 
into the program itself. OEM software is not legal to ooy unbundled from its 
original hardware system. 

• ShllllWtlre: This software is down loadable from the Internet. Licenses diff<:ll', but 
commonly the user i, allowed to try 1he program for free, for a period stipulated in 
the license, usually thirty days. At the end of the trial period, it must be purchased 
or uoilllltalted. Some shareware inco,:potates an internal clock that disables the 
program after the trial period unless a $erial number is supplied. Other shareware 
designs continue to work with "nag" screens, encouraging the user to purchase the 
program. 

• CrippieH>llre: This softwue is similar to shareware except that key features will 
cease to work after the trial period has ended. For example, the "save" function, 
the print function, or some other vital feature n«essary lo use the program 
effectively may become unusable. This "cripple$'' the program. Other types of 
crippleware incorporate crippled function~ throughout the trial period. A purchase 
is necessary to unlock the crippled features. 

• /h,no scftware: Demo software is not intended to be a functioning program, 
though it may allow partial functionit111, ft is mainly designed to demonstrate what 
a pw-chascd version is capable of doing, and often works more like an automated 
tutorial. If a P=n wants to use lhe program, they must buy a fully functioning 
version. 



Ill! 
lolrodaction to C°""'•lm & 
lnfomMltioa 1'C'Chnoto,g:y 

• Adw!lre: This is free software supported by advertisements built into the program 
itself. Some adwarc requires a live Intcniet feed and uses constant bandwidth to 
upload new lldvertiscments. The user must view these ads in the interface of die 
program. Disabling the ads is against the license agreement. Adware is oqctl 
particularly popular. · 

• Spyware: Spyware is normally free, but can be shareware. It clandestinely 
"phones home" and sends data back to the cccator of the spywarc, most often 
without the user's knowledge. for example, a multimedia player might profile 
what music and video files the progn,m is called upon to play. This information 
can be stored with a uniqve identification tag associated with the spocific program 
on a user's machine, m11pping a Oll<.:•lo-Qne relationship. n,e con~ept of spywarc ii; 
v~ unpopular, Md many programs that use spyware protocols were forced to 
disclose this to users and offer a means ro tum off reporting functions. Other 
spyware programs divulge the protocols in their liceeses, and malce aoceptance of 
the spyware feature a condition of agrecm¢11t for using the software. 

• Freewau: Freewarc is also downloadable off the Internet and free of charge. 
Often freeware is only ftee for personal use, while commercial use requires a paid 
license. Freeware does not contain spyware or adware. Tf it is found to con~ 
either of these, it is reclassified as such. 

• hbllc do-111 sojitWue: This is free software, but unlike freeware, it does not 
have a specific copyright owner or license restrictions. It is the only type that can 
be legally modified by the user for his 01 her own purpose... 

People are encotllllged to read lkense.s CMrefully when installing software, as they vary 
widely. 

7.5 OPEN-SOURCE SOFTWARE 

The term "open source" refers to sometl!.ilig people ca,1 modify and share because its 
design is publicly accessible. 

Open-source Software (OSS) is the computer software with its source code made 
available with a license io which the copyright bolder provides the rights to study, 
change, and distribute the software to anyone and for any putp0se. Open-so= 
software may be developed in a collaborative public manner. According to scientists 
who studied it, open-sooroe ~oftware is a prominent example of open collaboration. 

7.5.1 Open..soun:e Software Development 

Dewlopme11I MtJllel 

In his I 997 essay The Cathedral and the Bazaar, open•source evangelist Eric S. 
Raymond suggests a model for developing OSS known as the bazaar model. Raymond 
likens the development of !IOftware by traditional methodologies to building a 
cathedral, ".:arefully crafted by individual wizards or small bands of mages working in 
splendid isolation''. He sugge&IS that all software should be developed using the bazaar 
style, which he described u "a great babbling bazaar of differing agendas snd 
appr-0aches." 

lo the tmditional model of developrnent, which he called the cathedral model; 
development takes place in a «ntralized way. Roles are clearly defined. Roles include 
people dedicated to designing (the architects), people rssponsible for managing the 
project, a.od llCO!)le responsible for implementation. Traditional software ¢ngineering 
followi the cathedral model. 



The bazaar model, ltowever, is different. In this model, roles are not clearly defined. 
Gregorio Roble8 suggests that software developed using the bazaar model should 
exhibit the following p11tterns: 

Users should be Treated as Ctrdevelopers 

The u.qen; are ireated like co-(!evelopers and ~o they should have access to the source 
code of the software. Furthennore, users a~ encouraged to submit additions to the 
software, code fix.cs for the software, bug reports, documentation, etc. Having more 
co-<fovelopers increases the rate at which the software evolves. Linus's law states, 
"Given enough eyeballs all bugs are shallow." This means that if many users view the 
source code, they will evmtually find 111,1 bugs and suggest how to fix them. Note that 
some users have advanced programming skills, and furthermore, each user's machine 
provides an addition11I testing environment. This new testing environment offers that 
abilily to find and fix a new bug. 

Early Releases 

The first version of the software should be releas.ed as early 11s possible so as to 
increa.sc one's ch311ces of finding co-oevelopet$ early. 

FreqMenl Jntegratum 

Code changes should be integrated (merged into a shared code base) as often as 
~~ible so as to avoid the overhead of fixing a large number of bugs at the end of the 
project life cycle. 

Several V1<rsions 

There should be at least two versions of the software. There should be a buggier 
v=ion with more features and a more ~table versio11 with fewer features. The buggy 
version (a!S'.> called the development version) ls fur Wl(;l'S who wanl the immediate use 
of the latest features, and are willing to accept the risk of u.sing code lhat is not yet 
thoroughly tested. The users can then act as co-developers, reporting bugs and 
providing bug fixe3. 

High Modularization 

The general structure of the software should be modular allowing for parallel 
development on independent components. 

Dynamic Decision Making Stntcture 

There is a need for a decision making structure, whether fonna.l or infonnal, that 
makes strategic decisions depending on changing user requirements and other factors. 

Data suggests, however, that OSS is not quite as democratic as the bazaar model 
suggests. An analysis of five billion bytes of ITT!e/open source code by 31,999 
developer.; .shows lhat 74% of the code was written by !he most active I 0% of authors. 
The average number of11uthors involved in a project was 5.1, with the median at 2. 

7.5 .. 2 Advantages and Disadvantages of Open-source Software 

Open-source software is usually ~asier to obtain I.ban proprietary software, often 
. resulting in incre11sed use.. Additionally, the availability of an open source 
implementation of a standard can increase adoption of that standard. lt has also helped 
to build developer loyalty as develo~ feel empowered and have a sense of 
owner5hip of the end product. 
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Moreover, lower costs of martceting and logistical services are needed for OSS. OSS 
also helps companies keep abieast of technol<•gy developments. It is a good tool to 
promote a company's ima~, including its commercial products. The OSS 
development approach has helped produce reliable, high quality software quickly and: 
inexpensively. 

Ope.n source development offers the pote.o.tial for a more flexible technology and 
quicker innovation. It is said to be more reliable since it typically bas thousands of 
independent programmers testing and fixing bugs of the software. It is flexible 
be<)ause modular systems allow programmers to build custom interfaces, or add new 
abilities to it and it is innovative since open source progrnms are the product of 
collaboration among a large number of differ1:11.t programmers. The mix of divergent 
perspectives, corporate objectives, and personal goals speeds up innovation. 

Moreover, free software ca.n be developed in accord with purely technical 
requiremen~. It does not require thinking about commercial pressure that often 
degrades the quality of the software. Commercial pressures make 1raditional software 
developers pay more attention to customers' requirements than to security 
requirements, since such features are somewhat invisible to the customer. 

rt is sometimes said that the open source development process may not be well 
defined and the stages in the development process, such as system testing and 
documentation may be ignore,d. However, this is only true for small (mostly single 
programmer) projects. Larger, successful projects do define and enforce at least some 
rules as they need them lo make the teamwodc possible. In the most complex projects, 
these rules may be as strict as reviewing even minor change by two independent 
developers. 

Not all OSS initiatives have been &uccessM, for example SourceXchange and Eaz.el. 
Software experts and n:sean:hefll who are not convinced by ope.n source's ability to 
prwuce quality sys~ identify the unclear process, the late defect discovery and the 
lack of any empirical evidence as the most important problems (collected data 
<:OJllleming productivity and quality). It is also difficult to design a commercially 
sotmd business model around the opeo sou.rce paradigm. Consequently, only technical 
requin:ments 11:iay be satisfied and not the 011es of the marlcet. In tenns of sewrity, 

. open source may allow hackers to know about the weaknesses or loopholes of the 
software more easily tban close(kource software. II depends on control mechanisms 
in order to create effective performance of autonotnous agents who participate in 
virtual organizations. 

7,5.3 Why do People Prefer using Open-sou.tte Software? 

People prefer open-iOUTCe softw~ to proprietary software for a m1mber of reasons, 
including: 

Conm,I: Many ,people prefer open source software because they have more control 
over that kind of software. They can examine the code to make sure it's not doing 
anything they don't want it to do, and they can change parts of it they don't lilc.e. Users 
who aren't programmers also benefit from open source software, because they can use 
this software for any p\llPOse they wish----flot merely the way someone else thin.ks they 
sbould. 

Training: Other people like open source software because it helps them become better 
programmers. Because open $0urce code is publicly accessible, students can easily 
study it as they learn to make better software, Students can also share their work with 
others, inviting comment and critique, as they develop their skills. When people 
discover mistakes in programs' source code, they can share those mistakes with others 
to help them avoid making those same mistakes themselves. 



Security: Some people prefer open source software bec,ause they consider it more 
secure and stable than propriel81')' software. Because an;yone can view and modify 
open source software, sorneooe might spot and correct emit'$ or omissions that a 
program's original authors might have missed. And because so many programmers 
can work on a piece of open source software without asking for pem1ission from 
original authors, they can fix, update and upgrade open source software more quickly 
than they can proprietary software. 

Stablllty: Many users prefer open source software to proprietary software for 
importanr, long-term projects. Because programmen publicly distribute the source 
code for open source sofuvare, users relying on that softwan: for critical tasks can be 
sure their tools won't disappear or fall into disrepair if their original creators stop 
working on them. Additionally, open source software tends to both incorporate and 
operate according to open standards. 

7.6 INTEGRATED DEVELOPMENT ENVIRONMENT 

An Integrated Development Environment (IDE) is a software suite lhat consolidates 
the basic tools developers need to write and test software. Typically, an IDE contains 
a code editor, a compiler or interpreter and a debugger that the developer accesses 
dlrough a single Graphical User Interfuce (OU{). An IDE may be a standalone 
application, or it may be included as part of one or more existing and compatihle 
applications. 

7 .6.1 History of ID F.s 

Before !DE!;, developers wrote their programs in text editors. They would write and 
save an applicalion in a text editor; then run the compiler, taking note of the error 
messages; then go hack to the text editor to revise the code. 

In 1983, Borland Ltd. acquiroo a Pascal compiler a.nd released it as TurboPBscal, 
which featured, for the first time, an integrated editor and Golllpiler. 

While TurboPascal launched die idea of an integrated development environment, 
many believe Microsoft's Visual Basic (VB), launched in 1991, was the first real IDE. 
Visual Basic was built on the older BASJC language, which was a popular 
programming language throughout the 1980s. With the emergence of Visual Basic, 
programming could be thought of in graphical tenns, and :1ignificant productivity 
benefits emerged. 

7.6.2 Features ofIDEs 

An IDE's toolbar looks much like a word processor's toolbar. The tools in the toolbar 
facilitate oolour-codi.ng, sow-cc-code fonnatting, el"!Or d~ost.ics, alld reporting aod 
intelligent OO<le completion. The interface allows the dcvoloper to compile and 
execute code incrementally and manage changes to source code in a uniform manner. 
IDEs are typically designed to integrate with third-party version control libraries, like 
GitHub or Apache Suhversion. 

increasingly, IO Es arc being ottered through a software-as-a-service (SaaS) delivery 
model. The benefits of cloud JDEs include accessibility to software development tools 
from anywhere in the world. from any compatible d4vice; minimal to llOfl-existent 
download and installation; and ease of eollahoration among geogcaphically dispersed 
developers. Popular IDE tools include NetBeans, Eclipse. IotelliJ, Visual Studio and 
Windows PowerShcll. 
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Therefore, ID.Es offiu- 11 central interface featuring all the tools a developer ts, 
including the following: 

• Cole editor: This feature is a text editor designed for writing and editing e 
code,• Source code editon. are distinguished from text editors bee~ ey 

. enhance or simplify the writing and editing of code. 

• Compiler: This tool transforms soW"Ce code written in a human readable/"1f1able 
·1anguage into a fonn executable by a computer. j I 

• Debugget: This tool is used during testing to help debug -wlication progrdlllS, 

• Build automation tools: These tools automate common developer tasks. 

In addition, some IDEs might also include the fo!Jowing: 

• Class brow&vir: This tool is used to examine and reference the properties of an 
object-oriented class hienrrchy. 

• Object browser: Thi.~ feature is used to examine the objects instantiated In a 
runn.ing application program. 

• Clils.t ltiert,rclty diagraM: This tool allows the programmer to visualize the 
structure of object-oriented programming code. 

The IDE may be a stand-al-One application or may be included as part of one or more 
compatible applications. 

7.6.3 Benefils of IDEs 

Tbe overall goal and main benefit of an integrated development environment is 
jjuproved developc:r productivity. lDEs boost productivity by reducing setup time, 
incre11$ing the speed of development tasks, keeying developers up to date end 
standardizing the developmen1 process. 

• Faster setup: Withovt an IDE interfsce, developers would need to spend time 
configuring multiple development tools. With the application integration of an 
IDE, developers have the same set of capabilities in one pl.ace, without the *d 
for constantly swilching tools. 

• Faster tiewlop,ne,n lfUb: Tighter integration of all development tasks improves 
, de~OJ)61' productivity. For exmnple, code can be parsed and syntax checked 
while being edited, providi!lg instant feedback when syntax errors are introduc,ed. 
Developers don't need to switch between applications to complete tasks. In 
addition, the lDE's tools and features help developers organize resources, pm"ent 
mistakes and tllke shoru:uls. 

Further, IDEs stteamline developmeot by encouraging holistic thinking. They 
foo:e developen to th.ink of their actions in t.enns of the entire development 
lifecycle, rather than a.~ a series of discrete tasks. 

• ContinMaJ learning: Staying up to date and educated is another benefit. For 
ins1a1tce, the IDE's help topics are constantly being updated, a.~ well a■ w 
samples, project templates, etc. Programmers who are continllltlly leamilli d 
cun:cnt with best practices are more likely to contribute value to the team e 
mtozprise, and to boost productivity. 

• Standonlillllion: The lDE interface standardizes the development process, 
helps developers work together more smoothly and helps new hires get 
speed more quickly. 



7.6.4 Language• Supported by JDEs 

Some JDEs are dedicated to a specific programming hwguage or set of .languages, 
creating a fea~ set that aligns with the p811iculars of that language. For instance, 
Xcode for the Objective-C and Swift languages, Cocoa and Cocoa Touch APis. 

However, there are many multiple-language IDE!;, such as Eclipse (C, C++, Python, 
Perl, PHP, Java, Ruby and more), .K.omodo (Perl, Python, TCL, PHP, Ruby, 
JavaScript and more) and NetBeans {Java, JavaScript, PIIP, Python, Ruby, C, C++ 
and more). 

Support for alternative languages is often provided by plugins. for example, flycheck. 
is a syntax checking extension for GNU Emacs 24 with support for 39 languages. 

7.6.5 Different Types ofIDEs 

There are a variety of different JDEs, catering lo the many different ways developers 
work and the different types of code they produce. There are IDEs that are designed to 
work with one specific language, cloud-based TDEi, IDEs customized for the 
development of mobile applications or for HTML, and IDEs meant specifically for 
Apple development or Micl'0$0ft development. 

Muiti-lang""1ge IDEs 

Mu\ti-languaee TDEs. ~ucb as Eclipse, NetBeans, l<omodo, Aptana and Geany, 
support multiple programming languages. 

• Eclipse: Supports C, c!i-+, Pythoo, Perl, PHP, Java, Ruby and more. This free and 
open source editor i& the model for many developmeot frameworks. Eclipse began 
as a Java development environment and has expanded through plugins. Eclipse is 
managed and directed by the Eclipse.org CODSOrtium. 

• Net/Jes111: Suppons Java, JavaScript. PHP, Python, Ruby, C, C+1< and more. 1bis 
opti011 is al.so free and open sour<:e. All the functions of the IDE are provided by 
modules lhat each provide a well-defined function. Support for other 
programming languages can be added by inswling additional modules. 

• Komo® IDE: Supports Perl, Python, Tel, PJIP, Ruby, Javascript and more. This 
enmpriso-level tool has a higher price point 

• AptQ/f4: Supports. HTML, CSS, JavaScript, AJAX and other, via plugins. This is 
a popular choice fur web app development. 

• Gellny: Supports C, Java, PHP, HTML, Python, Perl. Pascal and many more. This 
is a highly customizable environment with a large set of plugina 

JDEs for Mobile Dewlopmellt 

There are IDE& specifically for tn<lbile development, including PhoncGap and 
Appcderator's Titanium Mobile. 

Many lDEs, espe,cil;Jly those that arc multi-language, have mobile-devetopmenl 
plugins. For instance, F.c{ipse has this functionality. 

HT."-ll JDF.s 

Some of the most popular IDEs are those for developing HTML application$. for 
cxamp\o, TDF.s such as HomeSite, Dream Weaver or frontPage automate many tasks 
involved in web site development. 

B, 
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Cloud-Based JDEs 

Cloud-based JDEs are staning to become mainstream. The capabilities of these \Veb
based IDEs are increasing rapidly, and most major vendors will likely need to offer 
one to be competitive.· Cloud ll)F,~ give developen< ac<:es~ to their code fiiom 
anywhere. For example, Nitrou~ is a cloud-brused development environment platfJnn 
that supports Ruby, Python, Node,js and more. Cloud9 IDE s11pports more than 40 
languages, Including PHP, Ruby, Python, JavaScript with Node JS, snd Go. Heroku is 

· a cloud-based development platfoll!l as a service {PaaS ), supporting several 
programming languages. 

TOE$ Specific to Microsoft 11, Apple 

These IDEs cater to those working in Microsoft or Apple environments: 

• Visual Studio: Supports Visual C+•, VB.:l'<"ET, C#, F# and others. Visual S1uilio 
is Micro~oft's IDE arnl is designed to create applications for the Microl!hft 
platfomi, 

• M11,,.,I>cvdop: Suppons CIC++, Visual Ba.sic, C# and oilier .NET languages. 

• XCINlt!: Supports the Objective-C and Swift languages, and Cocoa and Codoa 
Touch APls, This IDE is just for creating iOS and Mac applications and includes 
ao. iPhone/iPad simulator and GUl builder. 

• Esp12$10: Supports HTML, CSS, XML, JavaScript and PHP. This is a tool for 
Mac web developeu. 

• Coda: Supports PHP, JavaScript, CSS, HTML, AppleScript and Cocoa APT. Coda 
bills itself as "one-window development" for Ille Mae Ul;er. 

ID& for Sptdfil: Lang1111ge1 

Some IDEs cate<r to developers working in a single language. These include CodeLite 
and C-Free for C/C++, Jik:es and Jcreator for Java, Idle for Python and RubyMinc for 
Ruby/Rails. 

Fill in the blanks: 

l. ____ may consists of a single program, such as Microsoft's notepad 
for writing and editing a simple text. 

2. Supervi:;ory programs, boot loaders, shells and window systems are core 
para; of ___ _ 

3. ____ is oo:rmal!y Im:, but un be shareware. It clandestinely 
"phones home" aoo sends data back to the creator of the spyware, most 
often without the wets knowledge. 

4. ____ is generally prepared by the computer manufacturers. 

~- ____ maybe developed in a oo!laborative public manner. 

6. ____ supports Java, JavaScript, PHP, Python, Ruby, C, Ctt and 
more. This option is also free a,,d open source. 



7.7 LET US SUM UP 

• Software is a set of programs, which js designed to perfonn a we]l-<lefined
function. A prob-ram is a sequence of iastructjons written to so]ve a particular
problem.

• Hardware only understands lhe two basic conceJ)ts, on and off. which are
represented � 1 s and Os in bi nary language. Software acts as the translator
between human languages and binary, which mak.es it possibJe for the hardware to
understand the instructions being fed into Jt.

• Accounting software helps in easing the financiaJ issues and the accoW1ting team
does not get over burdened with the issues related lo accounts and finances of the
company.

• Business software helps with documentation management as documents let the
world know about you, your work and how do you do it. Text documents, tabular
sheets, business pJans, presentations are some of the examples of the types of
documcnls.

• The system software is a collection of programs designed to operate, control, and
extend the processing capabilities of the computer i tscl f.

• Application software products are designed to satisfy a particular need of a
particuJar environment. All software applications prepared in the computer lab can
come under the category of Application software.

• OEM stands for "'Original Equipment Ma.nufacnrrer'' and refers to that sold in
huJk to resellers, designed to be bundled with hardware.

• Demo software is not in tended to be a functioning program, though. jt may allow
partial functioning.

• Spyware is nonnelJy free, but can be shareware. It clandestinely �phones home''
and sends data back to the creator of the spywarej most often without the u·ser's
l,qiowledge.

• Open-source Software (OSS) is computer software with its source code made
available with a license in wh.ich the copyright holder provides the rights to study,
change, and distribute the software to anyone and for any purpose.

• TypicalJy, an-IDE contains a code editor. a compiler or interpreter and a debugger
th,at th.e developer accesses through a single Graphical User Interface (GUI}.

7.8 UNIT END ACTIVITY 

Make a list of e,i;:ampl� of system software and application software. What are the use 
of word processors or video K8ffleS and ERP software for.groups of users? 

7.9 KEYWORDS 

Applicatwn Software: These are designed to satisfy a partfoular need of a particular 
env1ronment. 

Fre-eware: It is aJso downloadable off the Internet and free of charge. 

ln.texrated Develop11umt EnJ!iromnent (IDE): It is :a software sutte that consolidates 
the basic lOols dcve]opers need to write and test software. 

OEM Sojtwar�: OEM stands for '"Original Equipment Manufacturer .. :a� refers to 
that sold in bulk to resellers. designed to be .bundled with hardware. 
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Pragr11mmi11g SoftwRre: This is a set of tools to aid the developers to write programs. 

Sh1JNWare: This software is downloadable ftom the lnterneL Licenses differ, !but 
commonly the user is allowed to try the program for free, for a period stipulated in the 
license, usually thirty days. 

System Software: lt is a collection of programs designed to operate, control,_ ♦nd 
extend the processiJli capabilities of the computer it<;elf, 

7.10 QUESTlONS FOR DISCUSSION 

1. What do you w1derstand by software? How software works? 

2. Discuss the needs of software in business world. 

3. What is system software? Make a list of system software. 

4. Discus~ the roles of various business application software's, in computerizing the 
different departmenu of an o,-ganwition. 

5, What are the most prominent featw'es of system software? 

6. Explain the featl.tres of application software. Make a list of application sofuvare. 

7. Make a note on the programming softwll!'e and spyware. 

8. Explain open-source software development ill brief. 

9. What arc the advanlllgel and di.sad vantages of open-source software? 

JO. What ai:e the hi~ory and features oflDEs? Explain the languages supported by 
IDEs. 

Cheek Your Progress: Model Answer 

I. Application software 

2. Operating systems 

3. Spywarc 

4. Systeu1 software 

5. Open-:iource software 

6. Netlleans 
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8.0 AIMS AND OBJECTIVES 

Aft.et- studying this lesson� you should be ab le to: 

• Know about the ctmcept of operating s.ystem

• List out the functions of operating system

• Define the booting process

• Learn about the types of reboot

• Discuss how to boot from djtferent operating system

• Describe the types of operating system

• Explain some prominent operating systems

8.1 INTRODUCTION 

An operating system js a layer of software which takes care of technical aspects .of a 
computer•s operation. It shields the user of the machine from the low�Jevel details of 
the machine's operation and provides frequently needed facilities. There ig lno 
universal definition of what an operating :system consists of. You can think of it, 
apa}yzing the software already installed on an1a.chine1 before adding anything oryour 
own. In this lesson, we will discus.i boot:hlg process. types of opera ting system and 
5ome prominent operating �ystem. 

8.2 CONCEPT OF OPERATING SYSTEM 

An operating system (sometimel5 abbreviated as �'OS0

) ts the program that after b. · g 
initialJy loaded into the computer by a boot program manages aH the other programs 
in a computer. The other programs are called applications or application programs. 

The application programs make use of the operating system by making requests for 
services through a defined Application Program Interface (API). In addition, users can 
jnteract direcily with the operating system through a user interface such as a command 
language or a Graphical User Interface {GUI). 

Formally, we can define OS as an intermernary between m,ers and computer hardware. 
It provides users an environment in which a user can execute programs convenien�ly 
and efficii,ntly. 

In techntcaJ tenns, it is. the software which manages hardware. An operating system 
controls the allocation of resources a11d services such as memory. processors. dcvt{!fs 
and infonnation. 
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Figure 8.1: Operating System and System Components 

8.2.1 Why an Operating System? 

Normally, the operating system has a number of key elements: 

1. A technical layer of software for driving the hardware of the computer, like disk 
drives, the keyboard and the screen; 

2. A file system which provides a way of organizing files logically; 

3. A simple command language which enables users to run their own programs and 
to manipulate their files in a simple way. Some operating systems also provide 
text editors, compilers, debuggers and a variety of other tools. Since the Operating 
System (OS) is in charge of a computer, all requests to use its resources and 
devices need to go through the operating system. An operating system therefore 
provides legal entry points into its code for performing basic operations like 
writing to devices. 

8.2.2 Historical Background of Operating System 

Early computers lacked any fonn of operating system. The user had sole use of the 
machine and would arrive armed with program and data, often on pmich d paper and 
tape. The program would be loaded into the machine, and the machine would be set to 
work witil the program completed or crashed. Programs could generally be debugged 
via a front panel using switches and lights. It is said that Alan Turing was a master of 
this on the early Manchester Mark I machine, and he was already deriving the 
primitive conception of an operating system from the principles of the Universal 
Turing machine. 

Later machines came with libraries of support code. which would be linked to the 
user's program to assist in operations such as input and ~tput. This was the genesis of 
the modern-day operating system. However, machines still ran a single job at a time; 
at Cambridge University in England the job queue was at one time, a washing line 
from which tapes were hung with different coloured clothes-pegs to indicate 
job-priority. 

As machines became more powerful, the time needed for a run of a program 
diminished and the time to hand off the eq_uipment became very large by comparison. 
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Accounting for and paying for machine usage moved on from checking the wall clock 
to automatic logging by the computer. Run queues evolved from a literal queue of 
people at the door, to a heap of media on a jobs-waiting table, or batches of punch
cards stacked one on top of the other in the reader, until the machine itself was able to 
select and sequence which magnetic tape drives were online. Where. program 
developers had originally had access to run their own jobs on the machine, they were 
supplanted by dedicated machinc operators who looked after the well-being and 
maintenance of the machine and were less and less concerned with implementing 
tasks manually. When commercially available computer centers \Vere faced with the 
implications of data lost through tampering or operational errors, equipment vendors 
were put under pressure to enhance the runtime libraries to pn.:vent misuse of system 
resources. Automated monitoring was needed not just for CPU usage but for counting 
pages printed, cards punched, cards read, disk storage used and for signaling when 
operator intervention was required hy jobs such as changing magnetic tapes. All these 
features were building up tow,1rds the repertoire of a fully capable operating system. 
Eventually, the runtime libraries became an amalgamated program that was started 
before the tirst customer job and could read in the customer job, control its execution, 
clean up after it, record its usage, and immediately go on to process the next job. 
Significantly, it became possibk for programmers to use symbolic program-code 
instead of having to hand-encode binary images, once task-switching allowed a 
computer to perform translcJtion of a program into binary fom1 before running it. 
These resident background programs, capable of managing multistcp processes, were 
often called monitors or monitor-programs before the term operating system 
established itself. Computer centers were faced with the implications of data lost 
through tampering or operational errors, equipment vendors were put under pressure 
to enhance the runtime libraries to prevent misuse of system resources. Automated 
monitoring was needed not just for CPU usage but for counting pages printed, cards 
punched, cards read, disk storage used and for signaling when operator intervention 
was required by jobs such as changing magnetic tapes. 

All these features were building up towards the repertoire of a fully capable operating 
system. Eventually the runtime librarie~ became an amalgamateJ program that was 
started before the first customer job and could read in the customer job, control its 
execution, clean up after it. record its usage, and immediately go on to process the 
next job. Significantly, it became possible for programmers to use symbolic program
code instead of having to hand-encode binary images, once task-switching allowed a 
computer to perform translation of a program into binary form before running it. 
These resident background programs, capable of managing multistep processes, were 
often called monitors or monitor-programs before the tern, operating system 
established itself. An underlying program offering basic hardware-management, 
software-scheduling and re~oun:e-monitoring may seem a remote ancestor to the 
user-oriented operating systems of the personal computing era. But there has been a 
shift in meaning. 

With the era of commercial computing, more and more "secondary" software was 
hundkJ in the operating system package, leading eventually to the perception of an 
operating system as a co111plC'le user-system with utilities, applications (such as text 
editors and file managers) anJ configuration tools, and having an integrated graphical 
user interface. The true descendant of the early operating systems is what we now call 
the. "kemd". Tn technical anJ development circles, the old restricted sense of an 
operating system persists because of the continued active development of embedded 
operating systems for all kmds of devices with a data-processing component, from 
hand-held gadgets up to industrial robots and real-time control-systems, which do not 
nm user-applications at the front-end. An embedded operating system in a device 
today is not so far removed a~ one might think from its ancestor of the 1950s. 



8.3 FUNCTIONS OF OPERATING SYSTEM 

An operating system performs these general services: 

• Management of programs in a multitasking opt·rating system where multiple 
programs can run simultaneously. The operating system determines which 
applications should run in what order and how much time should be allowed for 
each application before giving another application a turn. 

• Memory Management: It manages the sharing of internal memory among 
multiple applications. 

• Device Management: lt handles input and output to and from attached hardware 
devices, such as hard disks, printers and dial-up ports. 

• Coordination between other software and users: It sends messages to each 
application or interactive user (or to a system operator) about the status of 
operation and any errors that may have occurred. 

• Job accou,1ti1rg: It can offload the management of what arc called batch jobs ( for 
example, printing) so that the initiating application is freed from this work. 

• Managemem of programs in parallel processing computer: An operating system 
can manage how to divide the program so that it nms on more than one proce~snr 
at a time. 

Apart from the above there are few more important functions of operating system such 
as: 

• Error detecting aids 

• File management 

• Disk management 

• Device management 

• Security 

• Control over system performance 

8.4 THE BOOTING PROCESS 

The boot proccs::. of a modern system involves multiple phases. Here we will discus::. 
each step, how it contributes to the boot process, what can go wrong and things you 
can do to diagnose problems during booting. 

The heart of a modem computer is one or more Central Processing Units. A CPU gets 
its instructions from memory. The CPU reads instmction from the BIOS and searches 
for the hard disks, CD drives and other hardware. The BIOS program looks at the first 
sector for boot code. Devices that feed the initial CPU instructions are known as 
bootstrap media. 

The booting is a process involving two stages: 

I. Getting hardware up and running, and 

2. Getting the OS and other software up and running 

8.4.1 Booting a Computer 

• Power up; computer runs POST 

• Boot sequence governed by BIOS ROM 
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❖ BIOS parameters stored in CMOS 

❖ BIOS ROM may he password protected 

• Control passes to the MRR uf the first bootable device detected 

• MBR points to bout record of selected operating system 

• Operating system take:- control 

The following components arc involved in the boot process. They are each executed in 
this onJer: 

• Power Supply Unit 

• BIOS and CMOS 

• POST Tests 

• Reading the Partition Table 

• The Boot-loader 

• The Kernel and the Ramdisk 

• OS Kernel and lnit 

• Runlevels 

• Getty 

Power Supply Unit 

When the power button is pressed, an electric circuit is closed which causes the power 
supply unit to perfonn a self-test. In order for the boot process to continue, this 
self-test has to be completed successfully. If the power supply cannot confinn the 
self-test, there will be no output at all. 

Most modem x86 computers, especially those using the A TX standard, will have two 
main connectors to the motherboard: a 4-pin connector to power the CPU, and a 
24-pin connector to power other motherboard components. [f the self-test passes 
successfully, the PSU will send a signal to the CPU on the 4-pin connector to indicate 
that it should power on. 

Possible Failures 

If the PSU is unable to perfom1 a good self-test, the PSU may be damaged. This could 
be caused by a blown fuse. or other damage caused by over-/under-current on the 
power line. Using a UPS or a good surge protector is always recommended. 

BIOS and CMOS 

At its core, the Basic Input/Output System (BIOS') is an integrated circuit located on 
the computer's motherboard that can be programmed with lim1ware. This finnware 
facilitates the boot process so that an operating system can load. 

Let's examine each of these in more detail: 

• Firmware is the software that is programmed into Electrically Erasable 
Programmable Read-Only Memory ( EEPROM). In this case, the firmware 
facilitates booting an operating system and configuring basic hardware settings. 

• An integrated circuit ( IC) is what you would likely think of as a stereotypical 
'\:omputer chip" - a thin wafer that is packaged and has metal traces sticking out 
from it that can be mounted onto a printed ci1cuit board. 



Your BIOS is the lowest level interface you will get to the hardware in your computer. 
The BIOS also performs the Power-On Self Test, or POST. 

Once the CPU has powered up, the first call made is to the BIOS. The first step then 
taken by the BIOS 1s to ensure that the minimum required hardware exists: 

• CPU 

• Memory 

• Video card 

Once the existence of the hardware has been confirn1cd. it must be configured. 

The BIOS has its own memory storage known as the CMOS (Complementary Metal 
Oxide Semiconductor). The CMOS contains all of the settings the BIOS needs to save. 
such as the memory speed, CPU frequency multiplier, and the location and 
configuration of the hard drives and other devices. 

The BIOS first takes the memory frequency and attempts to set that on the memory 
controller. 

Next the BIOS multiply the memory frequency hy the CPU frequency multiplier. This 
is the speed at which the CPU is set to run. Sometimes it is possible to "overclock" a 
CPU, by telling it Lo run at a higher multiplier than 1t was designed to, effectively 
making it run faster. There can be benefits and risks to doing this, including the 
potential for damaging your CPU. 

POST Tests 

Once the memory and CPU frequencies have been set. the BIOS begins the Power-On 
Self Test (POST). The POST will perform basic checks on many system components. 
including: 

• Check that the memory is working 

• Check that hard drives and other devices are all responding 

• Check that the keyboard and mouse are connected (this check can usually be 
disabled) 

• Initialize any additional BIOS which may be installed (e.g., RAID cards) 

Possible Failures 

In the event that a POST test fails, the BIOS will nonnally indicate failure through a 
series of beeps on the internal computer speaker. The pattern of the beeps indicates 
which specific test failed. A few beep codes are common across systems: 

• One beep: All tests passed successfully (Have you noticed that your computer 
beeps once when you press the power button? This is why!) 

• Three beeps: Often a memory error 

• One long, two short beeps: Video card or display problem 

Your BIOS manual should document what its specific beep codes mean. 

Reading the Partitim, Table 

The next major function of the BIOS is to detennine ,.,,hich device to use to start an 
operating system. 
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Typical BIOS can read boot infonnation from the devices below, and will boot from 
the first device that provides a successful response. The order of devices to scan can 
be set in the BlOS: 

• Floppy disks 

• CD-ROMs 

• USB flash drives 

• Hard drives 

• A network 

We will cover the first four options here. There's another section that deals with 
booting over the network. 

There are two separate partition table formats: Master Bout Record (MBR) and the 
GUID Partition Table (GPT). We will illustrate how both store data i.e .. what's on the 
drive, and how they are used to boot the operating system. 

Master Boot Record (The Old Way) 

Once the BIOS have identified which drive it should attempt to boot from, it looks at 
the first sector on that drive. These sectors should contain the Master Boot Record. 

The MBR has two component parts: 

I. The boot loader infonnation block (448 bytes) 

2. The partition table (64 bytes) 

The boot loader information block is found where the first program the computer can 
run is stored. The partition table stores information about how the drive is logically 
laid out. 

The MBR has been heavily limited in its design, as it can only occupy the first 5 I 2 
bytes of space on the drive (which is the size of one physical sector). This limits the 
tasks the boot loader program is able to do. The execution of the boot loader literally 
starts from the first byte. As the complexity of systems grew, it became necessary to 
add "chain boot loading". This allows the MBR to load another program from 
elsewhere on the drive into memory. The new program is then executed and continues 
the boot process. 

If you are familiar with Windows, you may have seen drives labdled as "C:" and "D:" 
these represent different logical "partitions" on the drive. These represent partitions 
defined in that 64-byte partition table. 

GI'T- The GUID Partition Table> (The New Way) 

The design of the IBM-Compatible BIOS is an old design and has limitations in 
today's world of hardware. To address this, the United Extensible Firmware Interface 
(UEFI) was created, along with GPT. a new partition format. 

There are a few advantages to the GPT format, specifically: 

• A Globally-Unique ID that rcforences a partition, rather than a partition number. 
The MBR only has 64 bytes to store partition infonnation and each partition 
definition is 16 bytes. This design allows for unlimited partitions. 

• The ability to boot from storage devices that are greater than 2 TBs, due to a 
larger address space to identify sectors on the disk. The MBR simply had no way 
to address disks greater than 2 TB. 



• A backup copy of the table that can be used in the event that the primary copy is 
corrupted. This copy is stored at the 'end' of the disk. 

There is some compatibility maintained to allow standan.l PCs that are using old BJOS 
to boot from a drive that has a GPT on it. 

The Rootloader 

The purpose of a bootloader is to load the initial kernel and supporting modules into 
memory. 

There are a few common bootloaders. We will discuss the GRand Unified Bootloader 
(GRUB), a bootloader used by many Linux distributions today. 

sGRUB is a ''chain bootloader," meaning it initializes itself in stages. These stages 
are: 

• Stage 1 - This 1s the very tiny application that can exist in that first part of the 
drive. It exists lo load the next, larger part of GRUB. 

• Stage 1.5 - Contains the drivers necessary to acc,:ss the file-system with stage 2. 

• Stage 2 - This stage loads the menu and configuration options for GRUB. 

On an MBR-fornutted Drive and Standard BIOS 

These stages must fit in that first 448 bytes of the boot loader information block table. 
Generally, Stage I and Stage 1.5 are small enough to exist in that first 448 bytes. They 
contain the appropriate logic that allows the loader to read the filesystem that Stage 2 
is located on. 

On a GPT-jormatled Drive and UEF/ 

UEFI motherboards are able to read F AT32 file systems and execute code. The system 
finnware looks for an image file that contains the boot code for Stages I and 1.5, so 
that Stage 2 can be managed by the operating system. 

The Kernel and the Ranidisk 

The kernel is the main component of any operating system. The kernel acts as th1: 
lowest-level intennediary between the hardware on your computer and the 
applications running on your computer. The kernel abstracts away such resource 
management tasks as memory and processor allocation. 

The kernel and other software can access periphcrab such as disk drives by way of 
device drivers. 

So what, then, is this Initial RAM Filesystem, or Ramdisk? 

You can imagine there are tens of thousands of different devices in the world. Hard 
drives made with Jitlcrcnt connectors, video cards made by different manufacturers, 
network cards with special interfaces. Each of these needs its own device driver to 
bridge the hardwan: and software. 

For our small anJ efficient little boot process, trying to keep every possible devi<.:e 
driver in the kernel would not work very well. 

This lead to the creation of the Initial RAM disk as a way to provide module support 
to the kernel for the boot process. It allows the kernel to load just enough driver~ to 
read from the filesystem. where it can find other specific device drivers as needed. 

With the kernel and ramdisk loaded into memory, we can attempt to access the disk 
drive and continue booting our Linux system. 

147 
Operating System 



148 
Introduction to Computer~ & 
Infonnation Technology 

OS Kernel amt /nit 

The organizational scheme for determining the load order for system services during 
the boot process is referred to as an inil system. The traditional and still most common 
init system in Linux is called ··system V init". 

After the initial ramdisk sets the stage for the kernel to access the hard drive, we now 

need to execute the first process that will essentially "rule them all" - /bin/init . 

The init process reads /etc/inittab to figure out what script should be nm to initialize 

the system. This is a collection of scripts that is based on the desired ··run level" of the 
system. 

Runlevels 

Various runlcvels have been defined to bring the system up in different states. In 
general, the following runlcvcls arc consistent in most Linux distributions: 

• 0: Halt the system 

• 1: Single User Mode 

• 6: Reboot the machine 

Across distributions there can be various meanings for runlevcls 2-5. RedHat-based 
distributions use runlevel 3 for a multiuser console environment and 5 for a graphical
based environment. 

Multiuser vs. Single User Runlc1·els 

As the name implies, in some runlevels multiple users can use the machine, versus one 
user in single user mode. So why docs single user mode exist, anyways? 

In multiuser runlevels, the systt·m boots as normal. All standard services such as SSH 
and HTTP daemons load in the order defined in the init system. The network 
interfaces, if configured, are enabled. It's business as usual if you are booting to a 
multiuser runlevel. 

Conversely, single user mode has the bare minimum of services enabled (notably there 
is no networking enabled), making it useful for troubleshooting (and not much else). 

You will need (or involuntarily find yourself in) single user mode when something 
breaks: something you configured interferes with the boot process and you need to 
tum it off, or perhaps a key filesystem is com1pt and you need to nm a disk check. 

In single user mode, the only available access is via the cunsok although that need 
not be limited to physical presence. Remote console access by v,ray of serial consoles 
and similar devices is a common management tool for data centers. 

Getty 

Getty is often used to continuously spawn /bin/login, which reads the usemame and 
password of the user and, if authentication succeeds, spawn the user·s preferred shell. 
At this point. the boot and login process has completed. 

8.5 TYPES OF REBOOT 

Rebooting a computer through the menu option or the keystroke combination is 
sometimes referred to as a \Vann boot, perhaps because it is gentler than the alternative 
cold boot (simply pressing the computer's power button once to tum it off and then 
again to tum it back on). 

Let us discuss different types of reboot in this section. 



8.5.1 Cold Boot 

Cold boot is the process of starting a computer from shutdown or a powerless state 
and setting it to normal working condition. A cold boot refers to the general process of 
starting the hardware components of a computer, laptop or server to the point that its 
operating system and all startup applications and services are launched. 

A cold boot is usually set in motion by pressing a computer's power button. A 
computer doing a cold boot is already in a shutdown state, wherein no hardware, 
software, network or peripheral operations are occurring. For the most part, a cold 
boot is done so that a computer is able to perform standard computing tasks (general 
use). However, sometimes cold boot is necessary after software and usually hardware 
troubleshooting. 

For example, unlike a warm boot, cold boot flushes not only RAM contents but also 
clear the caches. This ensures that no traces or instances of conflicting programs or 
their data are left within the computer memory. Cold boot is also known as hard boot, 
cold start or dead start. 

8.5.2 Warm Reboot 

A warm reboot is the process of aborting and reloading the operating system when it is 
already in an operational or live mode. This closes current programs including the 
operating system and reinitiates the boot sequence until the operating system and all 
startup programs arc reloaded. 

A warm reboot is also known as a soft boot, warm boot or wam1 restart. 

Warm reboot is primarily used in scenarios where it's essential to restart the computer 
to restore its normal working operations, resolve program errors, or initiate changes in 
an installed application. Typically, a warm boot is performed by pressing the CTRL
ALT-DEL key simultaneously wi~hin Windows OS or selecting the restart function 
from the Start menu. In warm a reboot, the computer reloads faster than the time it 
would take to revive it from cold or dead state. 

8.5.3 Hard Reboot 

A hard reboot means that the system is not shut down in an orderly manner, skipping 
file system synchronisation and other activities that would occur on an orderly 
shutdown. This can be achieved by either applying a reset. by cycling power, by 
issuing the halt-q command in most Unix-like systems, or by triggering a kernel panic. 

8.6 BOOTING FROM DIFFERENT OPERATING SYSTEM 

Most computers ship with a single operating system, but you can have multiple 
operating systems installed on a single PC. Having two operating systems installed
and choosing between them at boot time - is known as "dual-booting." 

Google and Microsoft ended Intel's plans for dual-boot Windows and Android PCs, 
but you can install Windows 8.1 alongside Windows 7. have both Linux and Windows 
on the same computer. or install Windows or Linux alongside Mac OS X. 

8.6.1 How Dual-Booting Works? 

Your computer's operating system is generally installed on its internal hard drive. 
When you boot your computer. the BIOS loads the boot loader from the hard drive 
and the boot loader boots the installed operating system. 
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There's no limit to the number of operating systems you installed - you are not just 
limited to a single one. You could put a second hard drive into your computer and 
install an operating system to it, choosing which hard dnvc lo boot in your BIOS or 
boot menu. You could abo boot an operating system - like a live Linux system or a 
Windows To Go USB drive - from external storage media. 

Even if you only have a smgk hard drive, you can have multiple operating systems on 
that hard drive. By partitioning the drive into several different partitions, you can have 
one partition for one operating system and another partition for another operating 
system, splitting the drive hetween them. (In reality, many operating systems use 
multiple partitions. The point is you are devoting part of the drive to one operating 
system and part of the drive to another.) 

When you install a Linux distribution, it typically installs the Grub boot loader. Grub 
loads instead of the Windows boot loader at boot time if Windows was already 
installed. That allows you rn choose the operating system you want to boot. Windows 
also has its own boot loader, v. hich can be used to select between different versions of 
Windows if you have more than one installed. 

8.6.2 Switching between Operating Systems 

If each operating system is installed to a separate drive, you could actually switch 
between both by sdecting a different drive as your boot device every time you boot. 
This is inconvenient and you will probably have two operating systems installed on 
the same drive, so that's where a boot manager comes in. 

Switch between your installed operating systems by rebooting your computer and 
selecting the installed operating system you want to use. If you have multiple 
operating systems installed. you should see a menu when you start your computer. 
This menu is typically set up when you install an additional operating system on your 
computer, so you will not sec if you just have Windows installed or just have Linux 
installed. 

8.6.3 Setting up a Dual-Boot System 

Setting up a dual-boot system is fairly easy. Here is a quick overview of what to 
expect: 

• Dual Boot Windows and Linux: Install Windows first if there's no operating 
system installed on your PC. Create Linux installation media, boot into the Linux 
installer, and select the option to install Linux alongside Windows. 

• Dual Boot Windows and Another Windows: Shrink your current Windows 
partition from inside Windows and create a new partition for the other version of 
Windows. Boot into the other Windows installer and select the partition you 
created. 

• Dual Boot Linux and Another Li1111x: You should be abk to dual-boot two Linux 
distributions by installing one first and then installing the other. Choose to install 
the new Linux system alongside your old Linux system. Resize your old Linux 
partitions in the installer and create new ones to make space if the installer will 
not do this automatically. 

• Dual Boot Mac OS X and Windows: The Boot Camp utility included with Mac 
OS X allows you to easily set up a Windows dual-boot system on your Mac. 

• Dual Boot Mac OS X und Linux: Boot Camp does not allow you to set up a dual
boot Linux system, so you will need to do a bit more footwork here. 



You 11te not limited lo jllSt two operating systems on .3. tingle computer. If you wanted 
10, you could have three or more operating systems installed on your computer - you 
could have Windows, Mac OS X, and Linux all on the same ooruputer. Yon arc only 
restricted by the storage space available on your computer aod th~ time you want to 
spend setting this up. 

8.7 TYPES OF OPERATI'.\G SYSTEM 
In this section, we .are going to discuss few important type$ of operating systems. 

8.7.l Batch Processing Operating Systems 

In a batch processing operating system, environment users ~ubmit jobs to a central 
place where these jobs are colleeted into a hatch, and sul,sequently p~ced on an input 
queue at the computer where they will run. 

In this case, the user has no interaction with the job during its processing, and the 
computer's response time is the turnaround time the time from submission of the job 
until execution is complete, and the results are ready for rerum to the person wl10 
submitted lhe job. 

3. 7.2 Time Sharing Operating Systems 

-1 
I 
I 

Time sharing operating ,ystem provides computins st:l'Vice. to 8evenll or many users 
concurrently online. Here, the various users are shariJJg the ceotral processor, tile 
memory, and other resources of tbe computer systcen in a maoner facilitated, 
controlled, and monitored by the openlling system. The user. in this environment, has 
nearly full interaction with the program during its execulion, aiid the computer's 
response time may be expet,"ted 10 be no more than a few sa:ond. 
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Figure 8.3: Concept of Time Sharing System 

8.7.3 Mainframe Operating Systems 

Through the 1960s, many major features were pioneered in the field of operating 
systems. The development of the IBM System/360 produced a family of mainframe 
computers available in widely differing capacities and price points, for which a single 
operating system OS/360 was planned (rather than developing ad-hoc programs for 
every individual model). 
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Figure 8.4: Diagrammatic Representation of Multiple Operating System 

This concept of a single OS spanning an entire product line was crucial for the success 
of System/360 and, in fact, IBM's current mainframe operating systems are distant 
descendants of this original system; applications written for the OS/360 can still be 
run on modem machines. OS/360 also contained another important advance: the 
development of the hard disk permanent storage device (which IBM called DASO). 

Another key development was the concept of time-sharing: the idea of sharing the 
resources of expensive computers amongst multiple computer users interacting in real 
time with the system. Time sharing allowed all of the users to have the illusion of 



having exclusive access to the machine; the Multics (Multiplexed lnfom1atio11 and 
Computing Service) timesharing system was the most famous of a number of new 
operating systems developed to take advantage of the coocept. 

8.7.4 Desktop Operating Systems 

Modem desktop operating systems usually foa(ure a Otaphical User Interface (GUI) 
which uses a pointing device such as a mouse or eylus for input in addition to the 
keyboard. TI1is is opposed to an older, but still popular, concept of Command Line 
Interface (CU), where main user-to-OS communication happens via typing some 
strictly defined commands. Both models are centered around a "shell", u program 
which accept., and processes commands from the user (e.g., clicking on a button, or a 
typed command at a prompt). 

The choice of operating system may be dependent on the hardware architecture, 
specifically the CPU, with only Linux and BSD running on almost any CPU. Since the 
mid-l 99Us, the most commonly used operating .systems have been the Micro~ofi 
Windows family, Linux, and other Unix-like operating systems, most notably Mac OS 
X. Mainframe computers and embedded 8ystems u~e a variety of different upcrnting 
systems, many with 110 direct connection to neither Windows nor Unix. QNX and 
VxWorks are two common embedtled operating systems, the latter being u.~ed in 
network infra.,tnJcture hardware equipment. · 

As computers have progressed and de~eloped so have the type,S of operating systems. 
Below is a ba~ic list oftbe different types of operating system! and a tew examples of 
Operating Systems that fall into each of the categories. Many computer Operating 
Systems will fall into more than one of the below cawgorie6. 
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A multiprocessor system is simply a computer that has > 1 & not <~I CPU on ilS 
motherboard. If the openting system is built to take advantage of this, it can run 
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diflerent processes (or different threads belonging to the same process) OJI different 
CPUs. 

Multiprocessing operating systems strive to make the most efficient use of a 
computer's resources. M~t of Ibis efficiency is gained by sharing the machine's 
resources among several 13Sk.! (multiprocessing). Such "large-grain• resource sharing 
is enahled hy opel'llliD8 systems without any additional infonnation from the 
applit,alions or processes. All these processes can potentially execute ooncurrently, 
with the CPL"' (or CPUs) multiplexed among them. Newer operating systems provide 
mechanisms that enable appllcations to ~ontrol and share rnal.hine resources al a finer 
grain, that is, at the threads level. Just as rnultiproce."lling operating systellllJ can 
perform more !l1.an one task concurreotly by running more than a single prooess, a 
prooess can perform more than one task by numing more than a single thread. 
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8. 7 .6 Multiprogramming Operating Systems 

I 

A multiprogrammiog opending system is a system that allows more than one active 
user program (or part of user program) lo be stored in main memory ~imultaDeously. 
Thus, it is evident 1hl11 a time-wring ~stem is a multiprognunm.ing system.. hut note 
that a multiprogramming ,ystem is not =essarily a time-sharing syrtem. A batch or 
ceal time operating system could, and indeed usually does, have more than one active 
uset program simulta.oeously in main lllorage. Another impoctant, and all too similar, 
term is "multiproeessing". 
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8.7.7 Distributed Operating Systems 

A distrib\lted system is a computer ,ystem in which ~ resources resides in separ«te 
units conne<.:ted by a network, but which presents to the user a uoifonn computing 
environment. It i, more than simply a network; a distribu~ system uses a design 
principle the fact lhat the system resource!/ such as processors, cfak storage, printers 
etc., exist in separate nodes of a computer network, but all of the.'le resoUl'ces cao he 
utilized transparently l>y the user. 

In distributed computing differe111 parts Qf a program are run 11imul1Meously 011 two or 
more computers that are communicating with c:acb othe,:- over a network Distributed 
comruting is a type of segmented or parallel computina. but the latter tenn is most 
commonly used to refer to processing in which different petts of a program nu\ 

simuluneously on two or more pro<;essors that are part m the s= computer. While 
both types of processing require that a program be segmenl'l'd-divided into sections 
that can run simultaneously, distributed computing also n,qwJe8 that the division of 
tbe program take lll1Q account the different environments on which the different 
sections of the program will be l'UIITling. 

Example: Two CO!llJ)ut,:is are likely to have different file systems and different 
hardware components. 

Distriouted computing is a natural re~ult of using networks to enable computers to 
communicitte efficiently. But distributed computing u; distinct from computer 
networking or fragmented computing. The lauer refen to two or more computers 
inter-.icting with each other, but not, typicaUy, !lhluing the proc;;ssing of a single 
program. The World Wide We-b is ,in example of a netw\lli;, but not an <,,-xample of 
distrihuted computing. 

There are numerous tcx:hnologies and standards used to construct distributed 
computations, including some which are specially designed and optimi.:ed for that 
purpo~, such as Remote Procedure Calls (Rl'C) or Remoie Method Invocation (RMI) 
or .NET R<NnOting. 
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Figure 8.11: Diagrainmatlt Strut tvrt of Dbtrib11ted S;rstem 

A distributed operating system, in contra.~ is one that appears to its users as a 
traditional Wli-processor system, even though it is actu.ally composed of multiple 
processors. In a true distributed system, users should not be aware of where their 
programs arc being run or where their files are located; that should all be hantlled 
autom11tically and efficiently by the operating system. 

True distributed operating systews iequ.ire more than just adding a !ittl~ code to a 
uniprocessor operating system, beca1JSe distributed and centralized systems differ in 
critical w<1yij. Distributed :systems, for example, often ullow program to run on ~ewral 
processon; at the same time, thtu requiring more complex ~ ssor scheduling 
algorithms in order to optimize lhe amount of parallelism achieved. 

8. 7.8 Clustered Systems 

A cluste~d system is a gronp of loosely coupled computers that work together closely 
so that in many respects 11iey can be viewed as tbough they arc 3 single computer. The 
components of a cluster are commonly, but not a!Wllys. connected to each other 
through fast local area networks. Cluster$ are u.ually deployed to improve 
performance and/or a~billty over that provided by a single computer, while 
typically being much moni cost-effective than single computers of comparable speed 
or availability. 

Clu,tcring has beeo the driving force behiod many of the world's most powerful 
scientific super,::ompulet"s for lnllllY year$ and is now being w;ed increa~ingly as a 
ccst-effective way to pt'O'l'ide bigb.-performance, high availability computing for a 
wide variety of c~ial w4lrkload.s such a.~ busitl= u11elligeooe, engineering 
design, f1J1ancial analysis, digital media and petroleum exploration. 

Clustering is the practice of connecting multiple processors or servers to cooperate on 
complex worlcloe.ds as a suigle, unified computing resource. Because it behaves like a 
single large rcso=e. a clustctl:!d system offers many valWlble benefits to a modero 
e-business environment. 
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8. 7 .9 Real Time Operating Systems 

Integrity 
Servers 

A Real-time Operating System (RTOS) is a multitasking operating system intended 
for real-time applications. Such applications include embedded systems 
(programmable thennostats, household appliance controllers, mobile telephones), 
industrial robots, spacecraft, industrial control and scientific research equipment. 
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Figure 8.10: Diagram of Real Time System 

157 
Operating System 



158 
Introduction to Computers & 
Information Technology 

An RTOS facilitates the creation of a real-time system, but does not guarantee the 
final result will be real-time; this requires correct development of the software. An 
RTOS does not necessarily have high throughput; rather, an RTOS provides facilities 
which, if used properly, guarantee deadlines can be met generally (soft real-time) or 
detenninistically (hard real-time). An RTOS will typically use specialized scheduling 
algorithms in order to provide the real-time developer with the tools necessary to 
produce detenninistic behaviour in the final system. An RTOS is valued more for how. 
quickly and/or predictably it can respond to a particular event than for the given 
amount of work it can perfonn over time. Key factors in an RTOS are therefore, 
minimal interrupt latency and a minimal thread switching latency. 

An early example of a large-scale real-time operating system was the so-called 
"control program" developed by American Airlines and IBM for the Sabre Airline 
Reservations System. 

8.7.10 Operating Systems fllr Embedded Devices 

As embedded systems (PDAs, cellphones, point-of-sale devices, VCR's, industrial 
robot control, or even your toaster) become more complex hardware-wise with every 
generation, and more features are put into them day-by-day, applications they run 
require more and more to run on actual operating system code in order to keep the 
development time reasonable. Some of the popular OS are: 

• Nexus's Conix - an embedded operating system for ARM processors. 

• Sun's Java OS - a standalone virtual machine not running on top of any other OS; 
mainly targeted at embedded systems. 

• Palm Computing's Palm OS - Currently the leader OS for PDAs, has many 
applications and supporting companies. 

• Microsoft's Windows CE and Windows NT Embedded OS. 

Memory · 
MMagemen1 

Inter-task 
Commumcation & 
Synchron1sa1,on 

File 
· System 
Management 

Dew:~ Onvers 

Figure 8.11: Diagrammatic Structure of Multiprogramming System 

8.8 SOME PROMINENT OPERATING SYSTEMS 

The operating system is the computer's most important piece of software. It manages 
the hardware resources, determines which programs are compatible with the system 
and executes those programs when the user decides to run them. Its influence on the 
nuts and bolts of computer operation makes it a major determining factor when it 
comes to the user's experience. A given operating system bas not only its own 
functionality, but a unique look and feel that creates a specific environment. Each of 



the world's major operating systems has its own passionate following, prompting 
endless debate on which is superior, and for what. Learn mg ahuut them in the face of 
this shifting competitive landscape requires understanding certain basics principles. 

8.8.1 Ubuntu 

Ubuntu is based on a version of the Linux operating system known as Debian 
GNU/Linux. Its main benefit is that it's free and open source. This means users can 
alter the code as they see fit. Ubuntu also stands out because it is updated once in 
every six months, unlike other open source programs those have no strict upgrade 
schedule. Most Ubuntu-compatible software is also free and available in on-line 
software "repositories." Users can try Ubuntu on their PC using the program's "Live 
CD" mode. This allows you to run the system without actually installing it on your 
computer. Because Ubuntu programs are less ubiquitous than those for more 
well-known systems, users may need to do some research before finding the software 
solutions they need. 

8.8.2 Android 

Android is a "mobile" operating system maintained by the Open Handset Alliance. a 
group of companies and organizations that contribute to the system's development 
under the management of Google Inc. The system is an "open standard," meaning that 
an entire community of developers can alter the software, not just Google. Android 
comes pre-instaJled on smartphones and tablet PCs for which it was designed. As of 
the date of publication. all four major smartphone carriers - Verizon, I-Mobile, Sprint 
and AT&T - have Android devices available. A variety of manufacturers also make 
Android-compatible devices. One of the main benefits of the system's open source 
status is that developers can create different versions of its basic programs, allowing 
users greater freedom to customize their mobile devices. 

8.8.3 Mac OS X 

While a version of Mac OS X comes pre-installed on al I Apple Macintosh computers, 
users must pay if they wish to use newer versiom when they become available. The 
system is not open source, so only Apple developers have the ability to legitimately 
make alterations or improvements to its code. It differs from other computer operating 
systems in that it only works on Apple computers. Its key feature is its usability. The 
most recent version as of the date of publication includes a "resume" feature that 
re-opens applications in the same state they were in when you last closed them. It also 
includes a "Mission Control" feature, which allows you to sec all of your open files at 
a glance. 

8.8.410S 

IOS is Apple's mobile operating system. It runs on the company's iPod, iPhone and 
iPad devices. Like Mac OS X, it can only be used on Apple's mobile devices. One 
advantage of iOS is that more applications are available for it than for any other 
mobile operating system. As of summer 2011, it has approximately 400,000 to 
Android's 300,000. This increases the chances that users will find the type of app they 
are looking for. The system's key features include multitasking support, which allows 
users to run multiple apps simultaneously, and Face Time, a video chat program that 
comes pre-installed on iOS devices. 

8.8.5 Windows 

Windows is an operating system owned and operated by Microsoft. It differs from 
open source systems in that only Microsoft has the ability to make changes to the 
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code. However, it also dlffen. from Mac OS X in that it can be installed on a variety of 
different computers from a host of co111peting manufacturers, offering the user rnore 
freedom of choice wben it come~ to hardware. Accontin,g to Net Market Share, 
Windows is the most widely ase<l operating system. The latest version as of the date 
of publication includes touchscreen support, which combines the usability of a 
touchscreen tablet with the power of l\ desktop computer. It also features ••f'(ay To" 
and "Remote Media .Stremiing." which allow you to play media from your computer 
on other devices in its vicinity and to access your media when you are away from your 
computer. 

Fill in the bla:\ks: 

I, ___ handles inJrCrt and output to and from attached hardware 
devices, such as hard disks. pri.nters and dial-up pons. 

2. The CPU reads .instruction from the ____ and searches for the hard 
disks, CD drives and other hardware. 

3. The Basic Input/Output System (BIOS) is an integrated circuit located on 
the computer·s ____ that can be programmed willl firmware. 

4. The ___ acts as, the lowest-level intenncdi111Y betw.:cm the hardware 
on your computer and the ll?Plicalions nmning on your oomputel" . 

.5. ___ _ is ha;red on a vcn.io11 oflhe Linux o~ng system known as 
Dcbian GNU/Linux. 

8.9 I.ET US Sl.iM UP 

• In technical temis, it is software which manages hardware. An opcratiog systeTJl 
controls lhe allocation of resources and services such as memory, processors, 
devices and infonnation. 

• An operating system therefore provides legal entry poinl$ into its code for 
performing basic operationJ like writing to devices. 

• Early computers lacked any form of operating system. The user had sole use of 
lhe machine and would llJTive armed with program and data, often on punched 
paper and tape. 

• Management of programs in a multit.as~g operating system where multiple 
programs can be runnms at the same time. The operating system determines 
which applications sl\ollld run in wbal order and bow mucb lime should be 
allowoo for each applicati.cn before giving anothtr application s tum. 

• The hoot process of a modem system involves multiple phases. 

• When the power buttrul is pressed. an electric circuit is closed which causes the 
power supply unit to perf01111 a self test. 

• In lhe event thnt a POST te&I fails, I.be SlOS will DOrmally indicate failure llm>ugh 
a series of beeps on the iatmnal computer speaker. 

• The purpose of a bootloader is to load the initial kernel and supporting modules 
into memory. 

• The kernel is the main co.mponent of IUl)' operating system. The kernel acts as the 
lowest-level intermediary between me hardware on your computer and the 
applications running on yow-CODl'p\ltet. 



• Rebootjng a computer through the menu option or the keystroke combjnation is
sometimes referred to as a wann boot, perhaps because it is geotler than the
alternative cold boot (simply pressing the computcr"s power button once to tum it
off anJ then again to tum it back on).

• A hard reboot means tl:ui.t Lhe system is nol shut down in an orderly manner.
skipping file system synchronisation and other activities that would occur on an
orderJy shutdown.

• In a batch processing operating system, environment use� 1mbmit jobs to a ct:ntniJ
place where lhese jobs are coUcctcd into a batch, and subsequently placed on an
input queue at the compuu:r where they wiJJ be run.

• Time sharing operating system pro'li� computing 1ervices to several or many
users concurrently online.

• Modem desktop opera.ting sys tc� usu.any feature a Graphical User Interface
( GUI) which uses a pointing device such as a mouse or stylus for input in addition
to the keyboard.

• Multiprocessing operating systems strive to make the most efficient use of a
computer's resources.

• A multiprogramming op,erati.Qg system j s a system that a.Hows more than one
aclive uSl..'T program (or part of �"t program) to be stored in main memory
simultaneously.

• A distributed system is a compuler s y.'!tem in which the resoun::es resides in
separate units connected by a network, bot which presents to the user a uni fonn
oomputiag enviromuent.

• A clustered system is a group of loosely oouplcd �ten th11.t wol'k. together
clost:ly so that in IDBllY respecbl they �an be 'liewed � though they are a single
computer.

• A Real-time Opefllting System (RTOS) is a mwtitasking operating system
intended for real-time applicatiom.

• Some prominent operating i.ystems are Ubuntu.,. Android, Mac OS X. iOS and
Windows.

8.10 UNIT END ACTIVITY 

Write the differences between the multiprocessor openi.t.ing system 11..t1d distri huted 
operating system. 

8.11 KEYWORDS 

Androut: rL is a ")nobile .. opera.ting system maintained by the Open Handset AlliMce. 
a group of companies and organizations that contribute k> the S)'5t� 's deveJ o-pmc::ni 
under the managemml of Google loc. 

Bosic l11puUO,,tp11t Sy,ua (BIOS): It is an int grated circuit Joc:itted on the 
computer's motherboard that can be programmed with finnwarc. 

Booting: Start ( a computer) and put it into a stale of rec.di.ness for operation. 

Firmware.: lt is the !IOftwlll'-e that is progmnnned into Electrically Era..�able 
Pro goo:nmable Read-Only Mcmoey (EEPROM). 

IOS: 1l is Apple'• mobHe operating system. Ir runs on the company's iPod, iPhone 
and i Pad devices. 
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Multics: It is an influential early time-sharing operating system, based around the 
concept of a single-level memory. 

Operating System: The low-level software that supports a computer's basic functions, 
such as scheduling tasks and controlling peripherals. 

Ubu11tu: It is based zzon a version of the Linux operating system known as Debian 
GNU/Linux. 

Windows: It is an operating system owned and operated by Microsoft. It differs from 
open source systems in thal only Mii;rusoft has the ability to make changes to the 
code. 

8.12 QUESTIONS FOR DISCUSSION 

I. What is the historical background of operating system? 

2. What do you understand by an operating system? 

3. What are the main functions of operating system? 

4. Describe how to boot from difforent operating system? 

5. How dual-booting works? 

6. What are the main components involved in the boot process? Examine each of 
these components in detail. 

7. What are the different types of reboot? Differentiate cold reboot and warm reboot. 

8. Explain switching between operating systems and how to set up a dual-boot 
system. 

9. What are the different types of operating system? Explain in brief. 

10. Describe the mainframe operating systems and desktop operating systems. 

Check Your Progress: Model Answer 

I . Device Management 

2. BIOS 

3. Motherboard 

4. Kernel 

5. Ubuntu 
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9.0 AIMS AND OBJECTIVES. 

After studying this lesson, you should be able to: 

• Know about the concept of DOS

• Elaborate the history of DOS

• List out the examples of Disk Operating Systems

• Learn about the features of DOS

• Discuss the ti.met ions of DOS

• List out the versions of DOS

• Analyse the DOS commands

• Explain important internal commands of DOS

• Describe important external commands of DOS

• Discuss executable vs. non-executable files in DOS
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9.1 INTRODUCTION 

T odey, most computer users are Ollly familfa.r with how to navigate Microsoft 
Windows using the mouse. Unlike Windows, MS-POS is a command-line and is 
navigated by using MS.DOS ~mmanik For example, if you w:mted to see all the 
files in a folder in Window~ you would double-click the folder to open the fol<ler in 
Windows Explorer. In MS-DOS, to view that same folder you would 118Vigate to the 
folder using the cd command and then list the files in that folder using the dlr 
command. 

9.2 WHAT lS DOS? 

DOS stm1ds for Disk Operating System. It i.s used for abstraction and maaagemem of 
-odai:y storage deviceii of the C:OlllpUters and the information stored there. 

9.l.l History of DOS 

In early days of~. cbere were no disk drives; instead n1agnetic tapes, punched 
cards etc., were used. After creati011 of haJd disks and floppy disks, the need of 
software for managing .rapid accci;i; to blook itoolge of sequential and other data 
became inevitable. So, DOS was <kveloped. 

9.2.2 Examples of Disk Openting Systems 

• OOS,'360 for JBM systcm/3t50 tinnily of Mainframe computets. 

• DOS for DEC PDP•Il Mini.i;ompuum. The best known 11tmily of operating 
aystcms oam<:d DOS was nmaiag on IBM PC's type hardware using the !NTF.L 
CPU's or alike. The origimJ was 86-00S, which later beewne MS-DOS when 
Microsoft bought 1he !Jcen.sc and rights. 

9..2.3 Features of DOS 

The primitive operating s ysb:m of DOS has the following feallltes: 

• It is !he ptimluy system where the user will get an enviro1111l4:D! about the input 
and output deviare.s, e.g., M011itor, Keybomd, Printers, etc. 

• It ~ helpful in ~ file msnapment e.g., c-ting. ediling, deleting files, 
etc. 

• It is a single user operatin_g system. One user can optrate at one time in this 
operalillg system. 

• It is ~ Based interliM:e iystem. We can type lettes-s (or "baracters in this 
operating system). 

9.3 FUNCTIONS OF DOS 

MS-DOS (Microsoft Disk Operating System} is a 1ingle-u.ser, sin~wking compmer 
opcm,ting i;yruim that uses a C:Ollllllllttd line interface. In spite of its very $mall size aiid 
relative simplicity. it is one of me most 11110Cessful opemting &y'8ll)m8 that have been 
developed to date. 

The functions of DOS ace as folk>ws: 

• To manage disk file!. 

• To allOC1lte system. resources IMXlOrdillg ta the requiren1eril 

• To provide features essential to cootrol hatdware devices sw:h a.~ Keyboard, 
Screen, Disk Device.t, .Princers, Modems and programs. 



• It takes commands from the keyb<lal'd and ioterpn,ts toom. 

• h shows all tho files in 1M system. 

• II crcntes new files and allots space for programme. 

• It changes the name of a. file ln place of old name. 

• Tt copies information in a floppy. 

• It helps in locating a file. 

• It searchers where the file is located in the disk. 

• If you watll the information in the file to be primed, it gives printout of the 
informotion. 

• Tt hides the files and directories so as not 10 be seen by others. 

• Tt pcnnanenlly removes the file. 

9.4 VERSIONS OF DOS 
The different versions of DOS are discussed in this section. 

DOSJ.0: In July, 1981, th~ copyright of 86--00S (QDOS) is bought by Microsoft, 
and it became the finit operatia_g system in TOM PC history. Meanwhile. Microsoft 
developed an cxclusiv~ edition PC-nos for TBM PC. Ellcept for system file names 
and partial kernels designed for IBM tru1chioes and utemal comm8.ftds &lid utility 
programs, the other mobile codes in DOS and PC-DOS havt: small diffemice. 

DOS 1.ZS: In July, 1982, it began to support dawl~ floppy end correct 
mistakes. Not only IBM, but OEM also applied it widely. 

DOS 2.0: Io March, 1983, UNIX lYJle of dendriform file Aystem and hard disk suppor1 
were added. Seen from a lower level. it is the first ,ignificaa.t revision of DOS. 

DOS 2.11: In March. 1984, t.be errors of edition 2.01 wen: llllie:nded for prulliU)' OEM 
edition, and international support for Non-English language and file formal was 
.iddcd. 

MS-DOS 2.1S: Tn Ociober, 1985, additional expanded ebaracler sets (Japanese and 
Korean) were added and die error of the old editiOll was amended. 

MS-DOS 3.0: Tu August, 1934, Pf'./AT suppol'ting !or floppy of 1.2 MB was 
intnx.lm.-ed and hard disk of larger capacity was added. 

MS-DOS 3.1: In Novenibcr, 1984, support for Microsoft network - added. 

MS-DOS 3.2: In Jainwy, 1986, ~ed support for floppy was added. and the 
hardware EMS cao be applied through drivei:. 

MS-DOS 3.3: In Allgll&t, 1987, partial internal err01S were ameoded. external 
command.~ related to file handle were added and it beg1111 to support floppy. DOS 3.3 
was the most stable and salable edition. It was the second aignificant revision of DOS. 
And the 4.0 editioo released one year later was not as popular as 3.3 edition . 

• 41S-DOS 4.0: In July, 1988, MS-DOS 4.0 was based on Code Base of TBM ralher 
lhan that of Microsoft itself. 

!IIS-DOS 4.01: Tn SeplCmber, 1988, ii amended a series of errors of the old edition. 

MS-DOS 5.fJ: In June, 1991, it was the third revision.of DOS; maybe it was the most 
~isniticant on◊ in DOS hiamry. 

MS-DOS 6.0: Tn Mareh. 1993, ll)lUI)' gaudy external co!DJY)8J).ds we,e ~. 
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MS-DOS 6.2: In November, I 993, DoubleSpace was renamed as DrvSpace. 

MS-DOS 6.22: In June. 1994. it was the last sale edition. KC got the authorities of 
Microsoft and IBM and it released its own DOS 7.0 collocated with KC Chinese 
System. 

MS-DOS 7.0: In August. 1995, the version was built in Windows 95, and it supported 
long file name. 

MS-DOS 7.1: In August. 1996. supports for large hard disk and FAT32 partition were 
added. 

MS-DOS 8.0: In September. 2000, it is the last edition of DOS. Partial functions were 
cancelled. For example, it did not support SYS commands and printer operation. 

9.5 DOS COMMANDS 

MS-DOS has a relatively small number of commands, and an even smaller number of 
commonly used ones. Moreover, these commands are generally inflexible because, in 
contrast to Linux and other Unix-like operating systems, they are designed to 
accommodate few options or arguments (i.e., values that can be passed to the 
commands). 

DOS commands can be divided into two categories: 

l. Internal commands: Internal commands are those commands that can be entered 
once the DOS prompt is available, i.e., they do not need any special files for their 
execution. For example 

A:/> CD\DOS 

is an internal command that changes the directory. 

2. External commands: External commands are those commands that need separate 
files, containing their source codes, to invoke them. The external commands 
basically are accessories to the operating system that increase its extensibility. 

A:/DOS > FORM.I\ TC: 

The above command would fonnat the drive C:. The file FORMAT.EXE should be 
present in the DOS directly of drive A: for the command to be executed as desired. 

Some of the most common commands are as follows ( corresponding commands on 
Unix-like operating systems are shown in parenthesis): 

CD - changes the current directory (cd) 

COPY - copies a file (cp) 

DEL - deletes a file (ml) 

DIR - lists directory contents (ls) 

EDIT - starts an editor to create or edit plain text files (vi, vim, ed. joe) 

FORMAT - formats a disk to accept DOS files (mfonnat) 

HELP - displays information about a command (man, info) 

MKDIR - creates a new directory (mkdir) 

RD - removes a directory (m1dir) 

REN - renames a file (mv) 

TYPE - displays contents of a file on the screen (more. cat) 



Directories 

In the DOS environment, each disk is organised into directories. Each Directory holds 
files. The default directory is the Root Directory and contains the minimum DOS 
Files. The Root Directory has no name in the DOS terminology. 

The Root Directory cannot show more than 132 files in its directory listing. 

Today's computing environment consists of using various computer languages and 
packages in order to satisfy our computing needs. If all these packages, languages and 
associated data, program files, etc., are kept together in the same directory, file 
managing and handling becomes extremely inefficient. In order to tackle this 
inefficiency, DOS allows users to create subdirectories within the Root Directory and 
within subdirectories as well. 

Commands to Create tJ Directory 

In order to create a directory named DEEP in the Root Directory, type in the following 
command: 

C:\> MD\DEEP 

or type 

C:\>MKDIR\DEEP 

Changing Your Working Directo,y 

In order to work with tiles in the directory DEEP type the following command: 

C:\>CD\DEEP 

Removing a Directory 

To remove a directory. please ensure that the directory 1s empty and enter the 
command: 

C:\>RD\DEEP 

The DIR Command 

This command enables us to view the contents of a directory. 

C:\>DIR - This gives a complete listing of files and directories. 

C:\>DIR/P - This rnmmand pauses the directory listing at every screen. 

C:\>DIR/W -This command shows the listing width-wise on the screen. 

Files 

The most common requirements of a computer user are commands to manage his 
files. DOS has a naming convention for all files which states that: 

Files can have names up to 8 characters. This can be followed by a (.) dot and an 
extension of up to .3 characters. However, special characters like commas, slashes, 
blanks, etc., are not allowed in a file name. Hence: 

MYFILE is a valid file name. 

MYFILE.BAK is a valid file name. 

MY FILE is invalid because a blank space has been given. 

MY,FILE is invalid because of the comma. 
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Creating a File Using Editor 

DOS has an inbuilt editor which allows you to create a fiJe. In order to create a file 
named ANYFILE enter the command, 

C:\DOS> EDIT ANYFILE 

Figure 9.1: Command Prompt for Edit 

DOS will present a screen as shown above. You can then enter your program or text in 
the box and exit out of the editor by using the AL T+F key and then press X. 

C:\>COPY ANYFILE A: (lbis command will copy the file named ANYFILE in the 
Root Directory to a Floppy) 

C:\>COPY ANYFILE \DEEP (This command will copy the file ANYFILE from the 
Root Directory to the DEEP directory.) 

Wild Cards 

DOS supports two wild cards "I' and • *', which allow you to specify whole groups of 
file names. The "?' stands for any single character in their specified position within the 
file name and the ••• stands for any set of characters, starting at the specified position 
within the name and extension and continuing till the end of the filename or extension. 

For example, DIR A:??001. * wil1 list all files having any character values in the first 
two position of the filename followed by 001 and any three characters in the 
extension. 

C\:> COPY •. • A: COMMAND will copy all files in the Root Directory on to a 
floppy. 

TheATTRIB Com•and 

C:\> A TTRIB -R ANYFILE : This command is used for making your file ANYFILE 
as read and write, i.e., you can both read as well as write from and to the file. 

The following notations can be used with the A TTRIB command: 

+R : Makes the file read only 

+H : Suppresses the file in the directory listing, Le., makes it hidden 

-H : Unhide the previously hidden file 

+A: Changes file settings to Archived 



-A 

+S 

Changes tik SL'ttings to Not archived 

Marks file as DOS -;ystern tik 

-S Removes DOSS) stt'm file setting 

Renaming a File 

C:\>RENAME Al\YFILF MYFIL.F 

This command allow~ us lo rename the lilc narneJ ANY~ Ill:. io 1\IYl-'ILI..:. 

Deleting a File 

C:\> DEL ANYFILF. 

The above command \\Ill dekte the file named ANYFIU~. 

Erase can also be used tu delete fiks. 

The DEL TREE Conmumd 

If you wish to remo, t' um, anted dire•:tories am! their contents (files and 
subdirectories) use thc DELTRFF command. 

C:\>DEL TREE C:',dccp 

Pri111i11g on Screen 

C:\>TYPE Af\iYHU: 

This command will output the contents of the file ANYFIL[ on the screen. However, 
it will pause at the end of the text. As a result, you will not he able to view the total 
contents. In order to , iew screen by screen. use the Piping tcature of DOS. 

Piping 

If you desire to reprocess the output obtained from a DOS command by another DOS 
command then one way to du this is to redirect the output to a disk file and then send 
the contents of the file Js input to the next command. 

However. DOS allows you a more l'llll\ enient method rn ,,, hid1 you can combine 
multiple commands on a single line. This technique is calkd piping and uses the pipe 
character I to combine the DOS co111i1,;mds. 

For instance, in the pre\ 10us exampk If' we wished to pause al every screen to \ icw 
our output. we woulJ enter the follow1r ::!. command: 

C:\> TYPE ANYI·JLEI ;\-·tURl::. 

MORE forces DOS to display output one ~crccn at a time. 

Redirection Optio11s i11 DOS 

Output can be redirected to various devices by usmg the -- symbol for output and < 
symbol for input. 

Standard target device· name:-. arc as under: 

CON The screen or console 

PRN The default printing device 

LPTl Parallel printer port 

COM I Commu111c,1tion ~r::rial port I 

COM2 Communication -..crial port 2 
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NUL Null device (Suppresses output from device) 

C:\> TYPE MYFILE >PRN 

The above command will redirect output of the screen to the printer. 

Some Disc Commands 

The Format Command 

Fonnatting or initialising floppy or disk is the technique of creating tracks and sectors 
on the floppy which are ultimately used for reading and writing data from and to the 
floppy. The command provided by DOS for this important task is as follows: 

C:\> FORMAT A: Formats the floppy in drive A. 

C:\> FORMAT A:/S Fom1ats the floppy and also transfers the systems files to the 
floppy. 

The Scandisk Command 

C:\>SCANDISK !ALL 

This command available in DOS 6.2 version analyses and repairs logical and physical 
disk errors. If DOS version is lower than 6.2 use CHKDlSK F command instead. 

The Config.sys File 

This is a user defined file in DOS and contains additional information for the 
operating_.system regarding the environment in which the user desires to work. For 
instance a config.sys file may contain the following DOS commands: 

DEVICE=\DOS\HIMEM.SYS 

FILES=l00 

BUFFERS=40 

DOS=HIGH 

The device command tells DOS to look for extended memory. DOS would, by default. 
assume that your computer has the primary conventional memory of 640 KB only. 
However, HIMEM.SYS will check for extra memory, 

The FILES command tells DOS that up to 100 files can be open at a given point of 
time. Otherwise the default of 8 files is applied by DOS. 

DOS=HIGH tells DOS to load the operating system files in upper memory area 
leaving the conventional memory area free for applications which require more of 
conventional memory. 

When the computer is booted, the operating system first reads the CONFIG.SYS file 
in order to configure the environment before bringing up the C prompt. 

The A UTOEXEC.BA T File 

This is also a user defined file, which contains DOS commands to be executed before 
the user actually starts his session on the computer. For im,tance, if the user desires 
that the computer should ~heck for any viruses on his hard disk the following 
command should be written in the AUTOEXEC.BAT file. 

MSAV C: 

We have so far discussed some of thl! very common and necessary commands and 
files of the disk operating system which must have giwn you an idea of the DOS 
environment and which must have illustrated some important features of DOS. We 
shall now discuss the commands. 



9.6 IMPORTANT INTERNAL COMMANDS OF DOS 

A command that is stored in the system memory and loaded from the command.com is 
called as Internal Commands. 

Directory Commands: DIR shows all the files & Din:ctories. MD Create Directory 
CD Changes Directory RD Removes a Directory here is user specified valid name 

File Commands: 

Copy to Copies the Source file contents to the Target file. 

Del Erases the files 

Type Show the contents or a file 

Rename 

Renames the existing file. 

Given below are some of the common commands with their function and syntax. 

BREAK 

CD 

Type: Internal command. 

Function: When the 'BREAK' command is invoked. (i.e .. BREAK ON), the 
computer checks to see if Ctrl.C would stop the execution of the current DOS 
command. 

Syntax: BREAK ON or OFF. 

Type: Internal command. 

Function: The CD command is used to the change the directories which may be 
on the same or other drives. 

Syntax: CD drive:\path. 

CLS 

Type: Internal command 

Function: The CLS command clears the screen and only the operating system 
prompt on the top left comer is displayed. 

Syntax: CLS 

COPY 

Type: Internal command 

Function: As the name suggests the copy command i~ used to copy files from one 
destination to another. 

Syntax: COPY source_ drive:\path\file(s) target_ drive:\path\file(s). 

CTTY 

Type: Internal command 

Function: The CTTY command redirects a console input or output to a distant 
input/output device ( e.g., printer). 
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Sy,rtax: CTTY device-name. 

Suppose the de\ ice 1s the printer rnnnected to LPT I. Thi'.' appropriate command 
would be. 

CTTY LPTl 

DATE 

Type: Internal command. 

Function: If the DA TE command 1s used without any parameters, DOS displays 
the current system date & prompts the user to entl'.'r another. lf after the DA TE 
command, the date is incluJcd, DOS changes the dale. 

Syntax: DA TE. 

DEL(ERASE) 

Type: Internal command. 

Function: The DEL command is used to delete fik~. 

Syntax: DEL dri,..t:·path'tik(sJ/switches 

ERASE drive:1path'.tile(~)/swih:hes 

DIR 

Type: Internal command. 

Function: The DIR command displays a list of files in a directory. The DIR 
command without parr..1meters displays the list of files in the currently logged drive 
and subdirectory. 

Syntax: DIR drive:'path\file(s)/switches. 

LABEL 

TJ,pe: Internal Command. 

Fu,rction: Every disk has the option of having a volume label which can be used 
for its identification. The LABEL command adds or modifies the volume label. 

Syntax: LABEL target: Labdname. 

MD 

Type: Internal Command. 

Function: The MD command is used fur creating a ne\v directory or subdirectory. 

Syntax: MD drive: .path dinxtoryname. 

MK DIR can also be used in place of MD. 

MORE 

Type: Internal Command. 

Function: The MORE command when used displays the output one screen at a 
time instead of continuous ~crolling. The MORE command is used to display the 
contents of a data file or to display the output of a program. 

Syntax: MORE< Jrive:'·path\file(s) 

or 

Command (parameters) \10RE 



I 

For e.g .. 

MORE< STUDENT.TEXT 

or 

TYPE STUDENT.TXT I MORE 

MOVE 

Type: Internal Command. 

Function: The Move Command Moves files from one location to another. This 
command is quite identical to the copy command the only difference being that 
the source files remain intact in the case of the copy command while they an: 
deleted in the case of the Move command. 

Syntax: Move Source:\path\file(s) target:\path\file(s) 

PATH 

Type: Internal Command 

Functio11: The p::ith command ~earches in a list t)f subdirectories (specified in ih 
syntax) for executable program tiles. 

Sy11tax: PATH drive:'-.pathl: drive\path2 

ForExampk, 

PATH C:\DIRJ: C:·J)lR2 

would look for all executable, files on DIR l & UIIC subdirectories. 

PROMPT 

Type: Internal Command 

Function: The PROMT Command is used to change the appearance of the Dos 
prompt. 

Syntax: PRO MP r starting 

The prompt may one or a combination of the follO\~ing: 

$ $ Dollar Sign ( $) 

RD 

Sb Piping Symbol ( I l 

Sd Current date' 

Sg Greater than -=;ymbol (>) 

$\ Less than symbol (<) 

Sq Equel sign (-=) 

St Current time 

Sv DUS version number 

Sp Current(~ logged drive and directory 

$11 Current dri, l' 

Se Escape charader 

Type: Internal Command 

Function: The RD Command is used to remO\ c Jin:i.:tories. The Jin:ctory tu be 
removed should be empty. 
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Syntt1x: :-,.J' drive:\path\rnuntry file 

RMDIR can also b~ used in place of RD. 

RENA:vtE OR REN 

Type: Internal Command. 

Function: The REN command is used to change the file names. 

Sy11tax: REN drive:\path\oldtilenamc drive:\path\newfilname 

RENAME can be used in place of REN. 

SORT 

Type: [nternal Command. 

Function: The SORT command sorts data in character based files or sorts the 
output of DOS commands. 

Syntax: SORT/Switches< Jrive:\path\file. 

or 

Command: SORT/Switches. 

fur e.g .• 

VOL 

Type: Internal Command. 

F11nction: The VOL command displays the volume label of the disk. 

Syntax: VOL drive 

The following statement. 

TYPE STUDENT.TXT , PRN directs the output to the printer. 

TYPE STUDENT.TEXT : SORT 

TIME 

Type: Internal Command. 

Function: The TIME command is used to display or change the system time. 

Symax: TIME (displays the current system time) 

TIME hh:mm:ss a/p 

a & p stand for a.m. or p.m. 

TREE 

Type: Internal Command 

F1111ction: The TREE t:ummand displays the subdirectory structure of a drive. 

Syntax: TREE drive:\path:~\\ 1tches. 

TYPE 

T_lpe: Internal Command. 

Function: The TYPE command displays the contents of a file. 

Syntax: TYPE drive:'.path file 

I 



VER 

Type: Internal Command. 

Function: The YER command displays the version number of DOS. 

Syntax: VER. 

9.7 IMPORTANT EXTERNAL COMMANDS OF DOS 

External commands are the commands stored separatdy as .Com files. 

FORMAT 

This is used to forn1at a floppy disk. Normally a new floppy is used with format. Of 
course already used floppy may reused by taking format command. 

Syntax: Format a:/s:q Forn1at a floppy quickly and transfer system files also. 

CHKDSK 

This is check disk command with this a floppy is analyzed for used space, total no. of 
bytes remaining, sectors, tracks and if any bad sectors/tracks.com 

This command mainly used to know about any virus. 

Syntax :Chkdsk a: 

DISKCOPY 

To copy the contents of one disk to another floppy disk provided both should have 
same size and capacity. 

DISKCOPY 

SYS 

This command is used to transfer the system files to a tloppy disk. 

Sys A 

LABEL : This command is used to give name to a floppy disk 

Label 

CHKDSK 

Type: External Command. 

Function: The CHKDSK command analyses. diagnoses and optionally corrects 
command hard disk errors. CHKDSK can also be made to work on a specific file 
to check whether it is contiguous (stored in adjacent areas of the disk) or 
noncontiguous (scattered over separate areas of the disk). 

Syntax: CHKDSK drive:\path\file\switches. 

DBLSPACE 

Type: External commands. 

Function: The DBLSPACE command is used to compress the data files. It can 
also be used to rnmpress the entire drive. The DBLSPACE has very vast 
applications which arc beyond the scope of this book. 

Syntax: DBLSPACE/Switchcs drive: 
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DEFRAG 

Type: External command. 

Function: The DEFRAG command is used to arrange the files in contiguous 
sectors. Files becom~ fragmented over a period of time. Hence, the DEFRAG 
command should be pcnodically used to increase the pcrfonmmce of the system 

Syntax: DEFRAG drive:/Swithces. 

DELTREE 

Type: External command. 

Function: The DELTREE command is used to remove an unwanted directory. 
plus all files on it, and all subdirectories nested below it. in a single command. 

Syntax: DELTREE1switch drive:\path. 

DISKCOMP 

Type: External command 

Function: The DISKCOMP command compares the contents of two floppy disks 
on a track to track basis. reporting which track nwnbers are not identical. 

!,)ntax: DISCOMP source: tnrget:/switches. 

DISCOPY 

Type: External command 

Function: The DISCOPY command copies the contents of one tloppy disk to 
another on a track to track basis. 

Syntax: DISCOPY source: target:/switches. 

DOSHELP 

Type: External command 

Function: The DOSHELP command provides instant help to the user when 
invoked. 

Syntax: DOSHELP Command 

or 

Command I'? 

When executed instant help is provided on the 'Command Name' entered. 

DOSKEY 

Type: External Command. 

F11nction: Once imoked the DOSKEY command introduces a special buffer 
space in which the DOS commands being entered are stored. Each time a 
command is entered it is added to the DOSKEY's Command buffer. These 
commands can be recalled. 

Sy11tax: DOSKEY. 

EDIT 

Type: External Command. 

F1111ctio11: The EDIT command pro'v ides a text editor fur the editing of text files 
or batch files. 

Syntax: EDIT drive: 1path1 lile.'switches. 



FC 

Type: External command 

Function: The FC command matches the contents of two files or sets of.files and 
reports the differences bct\vecn them. 

Syntax: FC/switches drive:\path\file(s) drive:\path\file(s) 

FDISK 

Type: External Command. 

Function: The FDISK command is used to partition the hard disk. This command 
should be used on a formatted hard disk, otherwise it may erase or overwrite the 
existing files. 

Syntax: FDlSK/switch. 

FIND 

Type: External Command. 

Function: The FIND command is used to find all occurrences of a specified 
character string in a file. This command is case-sensitive, i.e., it distinguishes 
between upper case and lowercase letters. 

Syntax: FIND'switches "string" drive:\path\file. 

FORMAT 

Type: External Command. 

Function: The FORMAT command prepares a blank disk for storing. or creates a 
new blank disk from a used one. In other words, the Jisk is formatted. 

Syntax: FORMAT targetdrive:/switches. 

HELP 

Type: External Command. 

Function: The HELP command is synonymous to the DOSHELP command. It 
displays the syntax summary of the command name entered. 

Syntax: HELP Command. 

KEYB 

Type: External Command. 

Function; Thi~ command when invoked loads a non-standard keyboard 
configuration into memory. 

Syntax: KEYB keyboard codepage drive:\path\library file. 

The Library file usually is KEYBOARD.SYS 

MEM 

Type: External Command. 

Function: The MEM command displays the infom1ation on the allocation of the 
random access memory. 

Syntax: MEM/switches. 
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MSAV 

Type: External Command. 

Function: The MSA V ( Microsoft anti-virus) command scans the memory for the 
presence of computer \ iruses. 

Syntax: MSA V drive:\path\switches 

NLSFUNC 

Type: External Command 

Function: The NLSFUNC command when invoked loads national language 
support functions which allow the user to switch to international character set 
tables in RAM. 

Syntax: NLSFUNC dnve:\path\country file 

REPLACE 

Type: External Command. 

Function: The REPLACE command is used to replace and files with new files of 
the same name. This rnmlllanJ is used update data files. 

Syntax: REPLACE sourcc:\path\file(s) target:\path\switches. 

The above statement replaces the files in the target directory with that of the 
source directory. 

UNDELETE 

Type: External Command. 

Funt:tion: As the name suggests the UNDELETE command is used to 
UNDELETE files that have previously. not always successful in recovering the 
deleted files. A file may be undeleted if the disk area it occupied has into been 
overwritten by another fik. 

Syntax: UNDELETE drive:\path\file(s)/Switches 

UNFORMATED 

Type: External Command. 

Function: The UNFORMA T command is used to recover files which were lost 
when the disk was formatted. 

Syntax: UNFORMA T drive:iswitches. 

9.8 EXECUTABLE VS. NON-EXECUTABLE FILES IN DOS 

An executable file is a fik that is used to perform various functions or operations on a 
computer. Unlike a data file. an executable file cannot be read because it has been 
compiled. On an IBM compatible computer, common executable files are .BAT, 
.COM, .EXE, and .BIN. On an Apple mac computer running macOS the .DMG and 
.APP files are executable files. Depending on the operating system and its setup, there 
can also be other executable files. 

9.8.1 How to Run an Executable File? 

• To execute a file in Microsoft Windows, double-click the file. 

• To execute a file in other GUI operating systems. a single or double-click will 
execute the file. 



• To execute a fik m MS-DOS and numerous other command line operating 
systems, type the name of the executable file and press enter. For example, the fik 
myfile.exe is executed by typing "myfile" at the command prompt. 

• Other command line operating systems such as Linux or Unix may require the 
user to type a period and a forward slash in front of the tile name. For 
example . .imyfile would execute the file named myfilc. 

Non-executable Files 

Non-executable files contain only the data that we produce. It cannot execute them. It 
needs application program to run. 

Programming command is not run or executed when being read by the computer. A 
commonly used non-executable statement is a remark (REM) used in batch files and 
other Microsoft Windows and DOS programs. 

Below is a listing of other text used to remark, comment, or cause the line to be 
skipped. 

Table 9.1: List of Symbol and Remark 

# The pound symbol is a used to comment a line 111 programming languages such I 
as Perl. This symbol is only required once at the beginning of what you want 
ignoreJ. 

; The semicolon is used to remark a line in an INI file and in AutoHotkey. This 
symbol i~ only required once at the beginning of the line. Note that it must be at 
the bcg1nnmg of the line in an INI file. 

! The exclamation mark is used in scripting programs to comment a line. This 
symbol is rnmmonly required at the beginning of the line. 

/* */ Used to a<ld a rnmment to a line in the r. PHP and other programming language:-.. 
The comment must begin with"/*" and end wi1h "*/". Below 1s an example of how 
this may look 

t• Computer Hope comment•; 

<!- --> Used m HTML and some other scripting language~. Begin the comment with "..;I __ 

"and end it with"-->" Below is an example of how this may look in the HTML 
code. 

<!-- Computer Hope comment--> 

' In M;m»uft QBask sWbng a hne w;th ,mglc quote is a way of mating a non- I 
executable line. 

Check \ 011 r Pro 0 rc,s 

Fill in the blanks: 

1. _____ has a relatively small number of commands, and an even 
smaller number of commonly used ones. 

2. _____ are those commands that can be entered once the DOS prompt 
is available. i.e .. they do not need any special files for their execution. 

3. External commands are those commands that need 
containing their source codes. to invoke them. 

files. 

4. ____ wmmand is used for making your tile ANYFJLE as read and 
write, i.e .. you can both read as well as wnte from and to the file. 
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9.9 LET US SUM UP 

• DOS stands for Disk Operating System. It is used for abstraction and management
of secondary storage devices of the computers and the in fonnation stored there.

• DOS for DEC PDP-IT Minicomputers. The best knov.'11 family of operating
-;ystcms named DOS was that running on rBM PC's type hardware using the
INTEL CPU's or alike.

• MS-DOS (Microsoft Disk Operating System) is a singk-user, single-tasking
computer operating system that uses a command line interface. In spite of its very
small size and relative simplicity, it is one of the most successful operating
systems that have been developed to date.

• September, 2000 version was the last edition of DOS. Partial functions were
caned led. For example. it did not support SYS commands and printer operation.

• MS-DOS has a relatively small number of commands, and an even smaller
number of commonly usl?d ones.

• Internal conunands are those commands that can be entered once the DOS prompt
is available, i.e., they do not need any special files for their execution.

• External commands are those commands that need separate tiles. containing their
source codes, to invoke them.

• In the DOS environment. each disk is organised into dtrectories. Each Directory
holds files.

• Today's computing environment consists of using various computer languages
and packages in order to satisfy our computing needs.

• Files can have names up to 8 characters. This can be followed by a l-)dot and an
extension of up to 3 characters.

• C:\> A TTRIB -R ANY FILE: This command is used for making your file
ANYFILE as read and write. i.e .. you can both read as well as write from and to
the file.

• If you desire to reprocess the output obtained from a DOS command by another
DOS command then one way to do this is to redirect the output to a disk file and
then send the contents of the file as input to the next command.

• Directory Commands: DIR shows all the files & Directories. MD Create Directory
CD Changes Directory RD Removes a Directory here is user specified valid
name.

9.10 UNIT END ACTIVITY 

Make a list of DOS commands. Which of the following command:,, is correct if we 
wish to copy a file named ANYFrLE in the root directory to a directory named 
MYDIRECT? 

9.11 KEYWORDS 

Directory: It is a list of file which is itself a file stored in the computer's memory so 
that users can reference it as it is required. 

label Command: It is u. ed to check the label of the disk that you have been currently 
working. 



EDIT Command: It is used to edit the files in MS DOS. It provides a different full 
screen Editor window with a few menu options. 

Command: It is a set of instrnctions used to perform a specific work. 

9.12 QUESTIONS FOR DISCUSSION 

1. What is the concept of disk operating system? 

2. What is the history of DOS? 

3. List out the exampll's nf disk operating systems. 

4. What are the main fraturcs of DOS'! 

5. What are the key functions of disk operating system? 

6. Define the version.-. l1f DOS in Microsoft. 

7. What are the key DOS commands? 

8. What are the important internal commands of DOS'_! 

9. Discuss important external commands of DOS. 

I 0. Describe executabk vs. non-executable files in DOS. 

Check Your Progress: Model Answer 

l. MS-DOS 

2. Internal commands 

3. separate 

4. C:\> ATTR1B -R ANYFJLE 
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10.0 AIMS AND OBJECTIVES 

After studying this ksson. you should be able to: 

• Describe computer programming languages

• Explain various generations of programming languages

• Classify various programming languages

• Understand the concept of program and programming

• Discuss various fourth generation languages

• Describe various high kvel languages

10.1 INTRODUCTION 

Language is the main tool of communication among people. Languages like English, 
Hindi, Punjabi, Marathi, etc., which we use to communicate with each other are 
known as general languages in India. Each language uses its own constructs and rules 
for word formation known as semantic rules. Words themselves cannot communicate 
the full meaning until joined together to form sentences or statements under certain 
syntax rules. Similarly. in order to communicate with the computer, we use 
programming languages. These programming languages are used to communicate 
instructions and commands of a user-written program to the computer to accomplish 
the tasks assigned by the program. Learning a programming language means learning 
the syntactic and semantic rules and other various constructs and structures of the 
language. 

In this lesson, we will sn1dy about the evolution and generation of languages, why we 
need to learn different languages, how the programs an� interpreted and implemented 
in the computer, etc. ln this lesson. data, information and knowledge, comparison 
between human language and computer language, programming concepts, algorithm. 
program flowcharts and Pseudocode will be studied. We will also learn programming 
approaches, programming paradigms, programming development cycle, generations 
of programming languages and classification of programming languages. This 
knowledge will heir us in selecting the languages according to our work and choice. 

10.2 DAT A, INFORMATION AND KNOWLEDGE 

Let us discuss data, infonnation an<l knowledge in detail. 

10.2.1 Data 

Data is unprocessed facts and figures without any added interpretation or analysis. For 
example, "The price of cru<le oil is S 80 per barrel.'' 

10.2.2 Information 

Information is data that has been interpreted so that it has meaning for the user. "The 
price of crude oil has risen from $70 to $80 per barrel" gives meaning to the data and 
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is said to be infonnation provided to someone who tracks oil prices. The Infogineering 
Model (below) explains bow these interact. 

~formation decisions 
c..,eur.cl data and lmowlecl .. lnfomted Cldiom 

data ----....-.. ........ ......._.~~ 
'-ts 

knowledge 
-rMapoffhe--'d 

Figure l 0.1: lnfogineering Model of Data, Information and Knowledge 

Characteristics of lnforwullion 

Good infonnation is that which is used and which creates value. Experience and 
research shows that good information has numerous qualities. 

Good information is relevant for its purpose, sufficiently accurate for its purpose, 
completes enough for the problem, reliable and targeted to the right person. It is also 
communicated in time for its purpose, contains the right level of detail and is 
communicated by an appropriate channel, i.e., one that is understandable to the user. 

Further details of these characteristics related to organisational information for 
decision-making follows: • 

• Availability /accessibility 

• Accuracy 

• Reliability or objectivity 

• Relevance/appropriateness 

• Completeness 

• LevelofdetaiVconciseness 

• Presentation 

• Timing 

• Value of infonnation 

• Cost of information 

10.2.3 Knowledge 

Knowledge is a combination of infonnation, experience and insight that may benefit 
the individual or the organisation. "When crude oil prices go up by $10 per barrel, it's 
likely that petrol prices will rise by 2p per litre" is knowledge. 



Data I ~r, rnrormatiou I~ •I Knowl«fse I 
Figure !0.2: From Data tlJ J11for1ru11io11 to .kilowledlle 

The boundaries between the three tenns an: not always clear. What is data to one 
person is infonnatio" to ijOmeone else. To a commodities trader fur example, slight 
changes in the sea of nwnbers on a computer screen convey messages which act as 
informatiori that enables a trader to take action. To al.Dlost Myonc else they would 
look like raw data. What matters are the concepts and your ability to use data to build 
meaningful information and knowledge. 

10.3 COJ:\'JPARISON BETWEEN HUMAN LANGUAGE AND 
COMPUTER LANGUAGE 

Programming languages~ (designed to be) easily ll5i:d by machines, but not people, 
vY'hile natural languages (like Engli~h) are easily Wied by humans, but not machines 

Programming languages are unambiguoll6, while llBtural .languages are often multiply 
ambiguous and require interpretation in context to be fully understood (also why it's 
so hard to get .machines to understand them). Natural !anguage.s are also creative and 
allow poetry, metaphor and other interpretations. Programming does allow some 
variation in style, but the meaning is not !'lexible. 

Natural languages consist of sentences, usually de(;lantive sentences expressing 
infonnalion in a sequence. Programming languages typically are not decl.arstive bu1 
procedural, giving instructioas to the machine 10 do something (like commands in 
na1ural languages). Rawly, programmillg languages ate declarative, such as Prolog, 
where statements are given to the computer, then the evtll11ation consists of finding 
possible solutiona that match those 8llltements (gen.effl,e a list of won:!$ based on 
possible combinatioru. of letters as defin~ just by letter--<X1mhi11ing rules, for 
example). 

Th.e YOCl4bulary of natural langua~ is filled with ~ terms. The vocabulary 
of prognunrning languages is gCl1C11illy only 'prnrn"ti~'/functional ·words' like 
basic comments, plus various custom-named things like variables and functiOllli. There 
are no words like you'd look up ill II dictiuaa:ry to expresii ,ometbing like 'love' or 
·happy· or 'sing'. 

The grammatical .structures also vary in so many ways, not poesible to list all. But 
some of lhe most obvious factors are that words do .0ot have separable parts in 
programming languases (like English cat-s to form a plural), and that via brackets, 
line breaks or othe,- madcers, embedding leads to be overtly and clearly mad:ed on 
both sides for the parser in prognlllll!ling languages, whereas .spoken languages 
usually only have one word (Jilce "that") linking embedded serttenc~, and sometimes 
no word at all. This is another reason that pu,1ing human languages is so hard on a 
computer. 

10.4 BASICS OF PROGR.A.J\,1 

In computing, a program is a spwific set of ordered ~ for a computer to 
perform. John von Neumann outlined in 1945, the program contains a one-at-a-time 
sequence of instructions that the com_puier follows. Typie:ally, the program is put into 
a ~torage area ~sible to the oomputer. The colllpllt.er get1; one instruciioo and 
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performs it and then gets the next instruction. The storage area or memory can also 
contain the data that the instruction operates on. 

Programs can be charaderized as interactive or batch in tem1s of what drives them and 
how continuously they run. An interactive program receives data from an interactive 
user ( or possibly from another program that simulates an interactive user). A batch 
program runs and does its work, and then stops. Batch programs can be started by 
interactive users who request their interactive program to run the batch program. A 
command interpreter or a Web browser is an example of an interactive program. A 
program that computes anJ prints out a company payroll is an example of a batch 
program. Print jobs are also batch programs. 

A program is a set of instrudions that are arranged in a sequence to guide the 
computer in what steps should be taken and how they can be computed in order to 
solve a problem. Writing programs is known as programming. 

10.4.1 Why We Learn About Programming Language'? 

There arc hundreds of programming languages available but we use only a few 
languagt:s because it is a very tedious task to learn all uf them. But in most cases, 
programmers are supposed lo know at least about the features of many different 
programming languages and then decide which language suits them the most for their 
work. The reasons why programming languages are studied: 

• To improve the ability to develop the effective algorithms and making use of 
programming language features. Improper use of the programming language can 
cause logical errors. Solving these errors is a very time-consuming and difficult 
task because syntax errors can be detected by compilers but not log1cal errors. 

• Improve programming capabilities by being able tt1 sdect more suitable 
languages. 

• It is easier to learn a new programming language. if we know the basic construct 
and features of different programming languages. 

10.4.2 Programming Concepts 

As we all know that program~ are a sequence of instructions which tell a computer 
what to do and how to do it. Making programs for complex problems is a very tedious 
task and requires expertise and deep knowledge of the programming language with 
some basic concept of programming technique. Programming is a step-by-step proce~s 
which involves: 

• Study of the problem. 

• Breaking big and comple:-. problems into small and easily understandable 
forms. 

• Define inputs for each problem. 

• Define outputs required for each problem. 

• Define processes that arc required to get desired outpuc 

• Define the steps involved in each process. 

• Develop algorithms for each process. 

• Draw flO\v charts using algomhms. 

• Write the program and subroutines according to the flow charts. 



10.4.3 Algorithm 

An algorithm is a procedure or fonnu!a for solving a probtem. based 011 conductin,g a 
sequence of specified actions. A computer program can be viewed as an elaborate 
algorithm. In mathematics and computer science, an algorithm usually means a small 
procedure that solves « recurrent problem. 

Algorithms ure widely used throughuut all areas of IT {information technology). A 
search engine algorithm. for example, takes search strings of keywords and operators 
a& input, searches its associated database for relevant web pages and returns results. 

An encryption algorithm transfunns data accurding to speci.tl.ed actions to protect it. A 
secret key algorithm such a.~ the U.S. Department of Dcfence's Oats Encryption 
Standard (DES), for eXltlllple, uses the same key 10 enciyp1 and decrypt data. As long 
as the algorithm is sufficiently sophi~ticated, 110 one lading the key can decrypt the 
data. 

10.4.4 Program Flowtbarts 

Program flowchart is a diagram which uses a set of stamlard graphic symbols to 
represent the sequence of coded instructions fed mto a computer, enabling it to 
perform sp<.'Cificd logical liltd arithmetical opcrati.ons. It ;s a great tool to improve 
work etliciency. There are four basic symbols in program flowchart, start, process, 
decisioll and end. Each symbol represents a piece ofth.e code written for the program. 

5tvt lhci,ioo 

t:igiire 10.3: Program Flow,batt Shlipet 

• Stan event symbol signals the first step of a prix:ess. 

• Process is u series of actions or steps taken in order to achieve a j)401icular end. 

• Decision is the action or process of deciding something or of resolving a que:.tion. 

• F.nll event symbol stands fur the result of a process. 

Steps tv Cr11ate Progl'lllff Flr>wcharts 

Use program ilowclwt maker, you con create program flowchart in minutes. 

• Drag relevant symbols of program flowchart and drop them on the page. 

The pulJlose of prugram char! is making complex program easy and readable, 
which means you should confinn your core topic and stale ii simply with several 
steps. 

• Drag relevant vector symbols and drop !Item on the page. Each symbol has its 
own functio11 within tlte program; flowchart will not work if there is a \\TOllg 

symbol. 

• Text i11formation into right symbols. Single key words or short phrases will make 
flowchart much ~!ear and concise. 

• Connect the sn..-ps with arrow according to !heir correct order. You can connect the 
shapes one by one 01 clfok the floating hutton which saves a lot of time. 

• C..omp!etc end check the programming flowchart. After oompJeti.og the program 
flowchart, check it before carcying it out to find if then! is 1111y bag, 

18'? 
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For example, the flow chart ofprinti11g l t◊ JO numbers can be represented as: 

I 
J i = 1 

·..._ 
/ IF 

<_ I> 10 
No 

1(1.4.S PseudOC<lde 

Pseudocode is a detailed yet readable description of what a computer program or 
algorithm must do, expressed in a formally-styled natural language rather than in a 
programming l1111guage. Pselldocode is sometimes used as a detailed step in the 
process of developing a Jl('Ogr&m. {t allows designers or lead programmers lo express 
the design in great detail and provides programmers a detailed template for the nex.t 
step of writing code in a specific prognunming Janguuge. 

f!Muse pse11docodt is detailed yei CClldable, it can ~ inspected by tile team of 
designers and progra.rmners as a way to ensure that actual programming is likely to 
match de~ig" specifications. Call:hi.ng erron. at the pseudocod<: stage is less costly than 
catching them later in the development process. Once the pseudocode is accepted, it is 
rewritten using the VOC8bula,y and syntax of a programming language. J'seudocode is 
sometimes used in conjUD:tiOO with computes:-laided software engineering-h~ 
methodologies. 

It is possible 10 write programs that will convert a given pseudocode language into a 
given prognunming language. 

I 0.4.6 Programming Approaches 

Here are some approaches: 

• Structural Programmiog 

• J\fodular Designing 

• Top Down Dt&iguing 

• Bottom Up Designing 

• Object Oriented Programming 

The objective of progn,m design are given below: 

I. Rep/QJ)e old $!!U•i The new system is used to iepl.ace old system because 
maintenance cost is bi8fi in old system and efliciency level is low. 

2. Detttartd of Or,11111iz1"i,m: The new system is developed and installed on the 
demand of organiario11 and wotk.ing groups. 



3. Productivity: The new system i$ installed to ~ productivity of company or 
or,~anization. 

4. Competition: The new system is a matter of slatwi also. In the age of roaring 
competition. if "'P"irarion can not cope with modem technology they are bound 
to fail and will not be able to face competitions. 

5. Mainte114nCt!: The new system is needed to maintain organization status. 

Stnictured hogrQ11Uftu,g 

This is the first programming approach used widely in the beginning. Professor Edsger 
Wybe Dijkstra (1960) coiDed the term Structural Programming. Italian computer 
scientist C. Bohm attd G. Jacopini {1966) provided the basic principles which 
supported this approacll. The stnlctured programming movement started in 1970, and 
much has been written about it since then. lt is often regarded as "goto-less" 
programming, becaU&e ii ill usually avoided by programmcm. 

The program is divided into several ba$ic strucrures. These structures are called 
building blocks. 

These are following: 

(a) SeqtleflC'e SawMtn: This module contains program statements one after another. 
This is a very simple IJIOdule of structured programming 

Sta~cm 

Statenlent 

Slllll:mcnt 

Flg11re 10.4: Sequeuff Smi~ 

(b) Sekctwn or Contiilional Structure: The prog111(11 baa many conditions from 
which corroct c:onditioo is selected to solve ~. These are: (11,) if~lse, 
(l>) else-if, and (c:i switch-case. 

1'11,e True 

Statement 

Statement 

S!alement 

Jli&ore 10.5: C0Rdilio11al SU'Offltre 
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(c) Repetition or Loqp Struct11rt1: Tllc process of repetition or iteration repeats 
~tatements bloclc.s several times when condition is IIUltched, if condition is not 
matched, looping process is renninated. In C, ( a) goto, (b) for O, ( c) do and ( d) do 
- while are used for this pmpose. 

S141"1ntllt 

Statemen( 

F!Aun llJ.6: Loop Struct11.re 

Modulrlr Programming 
When we study educatiooal philosophy, the concept of modulation can be clear 
wi1h.ou1 any arnbig.uity. Rene Descartes (1596-1650) of FraDCe has given concept to 
reconstruct our km>wledse piece by piece. The piece is aothing, but it is a module of 
modem programming conU!XI. 

In modular approach, wge program is divided into many small discrete components 
called Modules. In programming lw1guag~. different names ere used for it. 

For example: 

Q-basic, Fortran Subroutine 

Pa,cal Proct:d11tt or Funclioo 

C, Ct, C#, Java Function 

It is logically separable part of progr.uu. Modulc:s are independent and easily 
man11geabfo. Genemlly modules of 20 to 50 lines considered as good modules when 
lines are increased, the conll'olling of module become compleit. 

Modules are debugged and teated separately and combined to build system. The top 
module is called root or boss modules which charges <;OQ!rol over all sub-modules 
from top to bottom. Toe control flows from top to bottom, but not from bottom to top. 

The evaluation of modeling ia called coupling and cohesion. The module coupling 
denotes number of intorconne,;:tions ber....•een modules sl!d module cohesion shows 
n:lationsbip among data or elements within a module. 

Module 

Elemems 

J1'41ttt 10, 7: Modular Programming 

Top Down Approfl(h 

(a) The large program ia divided into many small module or subprogram or function 
or proce<lu.rt from top to bottom. 



(b) At first super\'isor program is identified to control other sub modules. Main 
modules are di\ ided into sub modules, sub-modules into sub-sub modules. The 
decomposition of modules continues until desired moduk level is not obtained. 

( c) Top module is tested first, and then sub-module:,; are combined one by one and 
tested. 

Figure 10.8: Top Down Approach 

Example: The main program is divided into sub-program A, B, and C. The A is 
divided into subprogram A I, A2 and A3. The B is into BI, and B2. Just like these 
subprograms. C is also divided into three subprogram~ CI, C2 and C3. The solution of 
Main program i:, obtained from sub program A. 8 and C. 

Bottom up Approad1 

• In this approach. designing is started from bottom and advanced stepwise to top. 
So, this approach is called Bottom up approach. 

• At first bottom layer modules are designed and tested. second layer modules are 
designed and combined with bottom layer and combined modules are tested. In 
this way, designing and testing progressed from bottom to top. 

• In software designing, only pure top down or bottom up approach is not used. The 
hybrid type of approach is recommended by many designers in which top down 
and bottom up. both approaches are utilized. 

Object-oriented Programming 

In the object-oriented programming. program is di\, ided into a set of objects. The 
emphasis is given on objects not on procedures. All the programming activities 
revolve around objects. An object is a real world enmy. It may be airplane, ship. car. 
house, horse. customer. bank account, loan, petrnl. fee. courses, registration number, 
etc. Objects are tied with functions. Objects are not free for walk without leg of 
functions. One object talks with other through earphone of functions. Object is a boss 
but captive of functions. 

Features of Object-oriented Language 

• The program i:, decomposed into several objects. In this language, emphasis is 
given to the objects and objects are central points of programming. All the 
activities arc object centered. 

• Objects occupy spaces in memory and have memory address like as records in 
PASCAL and structure in C language. 

• Data and its functions are encapsulated into a single entity. 

• Reusability: In C++, we create classes and these classes have power of 
reusability. Other programmers can use these classes. 

• It supports bottom up approach of programming. In this approach, designing is 
started from bottom and advanced stepwise to top. 

191 
Programming Languages 



192 
Introduction to Computers & 
Information Technology 

10.4.7 Programming Paradigms 

Programming paradigms are a way to classify programming languages based on their 
features. Languages can be classified into multiple paradigms. 

Some paradigms are concerned mainly with implications for the execution model of 
the language, such as allowing side effects, or whether the seq11ence of operations is 
defined by the execution model. Other paradigms are concerned mainly with the way 
that code is organized, such as grouping a code into units along with the state that is 
modified by the code. Yet others are concerned mainly with the style of syntax and 
grammar. 

Common programming paradigms include: 

• imperative which allows side effects, 

• functional which disallows side effects, 

• declarative which does not state the order in which operations execute, 

• object-oriented which groups code together with the state the code modifies, 

• procedural which groups code into functions, 

• logic which has a particular style of execution model coupled to a particular style 
of syntax and grammar. and 

• symbolic programming which has a particular style of syntax and grammar. 

For example, languages that fall into the imperative paradigm have two main features: 
they state the order in which operations occur, with constructs that explicitly control 
that order, and they allow side effrcts, in which state can be modified at one point in 
time, within one unit of code. and then later read at a different point in time inside a 
different unit of code. The communication between the units of code is not explicit. 
Meanwhile, in object-oriented programming. code is organized into objects that 
contain state that is only modified by the code that is part of the object. Most object
oriented languages are also imperative languages. In contrast. languages that fit the 
declarative paradigm do not state the order in which to execute operations. Instead, 
they supply a number of operations that are available in the system, along with the 
conditions under which each is allowed to execute. The implementation of the 
language's execution model tracks those operations which are free to execute and 
chooses the order on its own. 

10.5 WHAT IS A PROGRAMMING LANGUAGE? 

A computer, being an electronic device. cannot understand instructions if provided in 
a general language. Therefore . .:i special language is used to provide instructions to a 
computer system. This language ts known as computer programming language. It 
consists of a set of symbols and characters. words and grammar rules that permit the 
user to construct instruction:, in the format that can be understood and acted upon by 
the computer system. A major goal of computer scientists is to develop computer 
:-ystem which can accept instructions in normal human language - known as Natural 
Language Processor. 

10.6 PROGRAMMING DEVELOPMENT CYCLE 

The programming development i:-ycle is a process of steps, used by programmers to 
more efficiently manage their time in designing error-free programs that produce the 
desired output. 



The program development cycle correlate; to the Softwm Development Life Cycle, 
a; the Program Development Cycle defines each stage and different Software 
Development Life Cycle models have specific methods ofURin.g each stage. 

Each ,tep in the Program Development Cycle i~ utilized dependent on the 
programmers chosen Software Development [.,ife ~le method. In the Agile Software 
Developmc11t Life Cycle, le» time i; spent in the ru:sisn phase, and more time is spent 
in the coding phase, and lhe process is 1101 a step by step process; but rather, the 
process is iterative in which specific components are designed to meet output 
requirements. The Waterfall Software Development Life Cycle more closely aligns 
itself with the step by step process defined in the: program development cycle, as each 
phase is completed before sequentially moving on to the next stage. 

Analyze Define the problem. 

You must have a clear idea of what data (or input) is given and the relationship 
berwccn the inpm and the desired output. 

De.fign - Plan the !IOlution to the problem. 

fi11d a logical sequence of precises steps that !IOlve the problem (aka the algorithm). 
The logical plllll may include flowcharts, p-do<:ode, and top-dOY;'l'! charts. 

Design the interfoce - Select object5 (1cx1 bolles, buttons, etc.). 

Detennine how to oblain input and how the output will be displayed. Objects are 
created to receive input and display output. Appropriate menus, buttons, etc., are 
created 10 al low user to control the program. 

Ctwie - Translate algoritbni into a programming lallgullge. 

During this s tage that program is \Vritte11. 

Te.u and debug- Locate and remove errors in prognmi. 

Tei;ting is the process for finding errors. Debuggi,lg is the process for co~cting 
..:rrors. 

Compkte lhe doc11111entation - 01gm1i1:e 1111 materials that describe the program. 

Documentation ill necessaiy to allow ~notber programmer or non-programmer to 
understand the program. Imemal docW1ientatio11, Jcnown as comments, L~ created to 
assist a programmer, AD iruitrucrion manual i$ created for che non-programmer. 
Documentation should be done during the coding stage. 

10.7 GE:'.'JERATIONS OF PROGRAMMING LANGUAGES 

The term 'generation' of cotnJ'IUler languages is used to categorue the generic 
enhancements in VNioll8 computer languages. 11 11bows the stcp.-by-step evolution of 
programming languages. Each generalion indicates sigllifit:&Dt progress towards 
making computers easier IO UllC. Compurer languages by genenition are classified as 
follows: 

• First Generation (late l 940.S) 

e.g., machine language 

• Second Generation (ell.l'ly 1950s) 

e.g., a&semb!y language 

• Third Generatioo (late 1950s through 1970s) 

e.g., high level language 
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• Fourth Generation (late 1970 onwards) 

includes a whole range of query languages and other tools. 

10.8 CLASSIFICATION OF PROGRAMMING LANGUAGES 

Computer programming languages can be classified into two major categories: 

1. Low Level 

2. High Level 

Machine 
Language 

Procedural 
Languages 

Graphical 
Visval 

Langvages 

(CMC:~~':r) 1--1----11----+---: ---+-I --I (~::a,) 

Assembly Fourth Notvral 
Languages 

I --Lo:mgvage:. 1 

l 0.8.1 Low Level Languages 

Generation 
Languages 

Languages 

j_ High Level ~ 
I Lcmguages I 

The languages, which use only primitive operations of the computer. are known as 
low level languages. In these languages, programs are written by means of the 
memory and registers available on the computer. As we all know that the architecture 
nf computer differs from one machine to another, so for each type of computer there is 
a separate low level programming language. In the other words. programs written in 
one low level language of one machine cannot be ported on any other machine due to 
architectural changes. Beca.:se of this, low level languages are known as machine 
dependent languages. Exampks are Machine Language and Assembly Language. 

J-luchine Language 

In machine language programs. the computation is based on binary numbers. All the 
instmctions including operations. registers, data and memory locations are given in 
there binary equivalent. 

The machine directly understands tlus language by virtue of its circuitry design so 
these programs are directly executable on the computer without any translations. This 
makes the program execution very fast. Machine languages are also known as first 
generation languages. A typical low level instruction consists essentially of two parts: 

I. An Operation Part: Spec1fie~ operation to be performed by the computer, also 
known as Opcode. 

A11 Address Part: Specifies location of the data on ,.vhich operation 1s to be 
performed. 

Afachine Language J11structio11 

There are several types of machine instructions for performing a variety of tasks. For 
example, one group of machine language instructions known as "RX" type, are 
des igned to perform operation~ on two operands or variables. First is stored in one of 
the CPU registers and the other is stored in the internal memory. 



I Opcode 

I 01 01 l 01 0 I 
0 7 8 

Add from Storag" lo 
Register 

Fl 

0011 

3 

4 Bvt" or 32 Bit Length 

X2 B2 

0000 0101 

1 l l 2 15 l 6 

0 5 

D2 

10000 0001 0000 

l 9 20 31 Bits 

15 

Oe1.alption 

Machine 
code 

This instruction requires computer to add the contents of a particular storage location 
(which can be calculated from values of X2, B2 and D2) to the contents of register RI. 
The result will be stored in register RI and will overwrite whatever was stored there. 
The address part of the instruction is known as the 'operand' and it specifies to the 
computer where to find or store the data that are to be manipulated. 

Writing programs in machine language is a tedious task since it is very difficult 
for humans to remember binary codes of all the operations. The number of bits in the 
operation part determines the number of possible unique instructions that can be 
framed for a computer to execute. The number of bits in the address part determines 
the number of directly addressable, unique storage locations in internal memory of the 
computer. 

Advantages 

Machine language makes most efficient use of computer system resources like 
storage, registers, etc. The instructions of a machine language program are directly 
executable so there is no need of translators. Machine language instructions can be 
used to manipulate the individual bits in a computer system with a very high execution 
speed due to direct manipulation of memory and registers. 

Drawbacks 

Machine languages are machine dependent and therefore programs are not portable 
from one computer to the other. Programming in machine language usually results in 
poor programmer productivity. Machine languages require programmers to control the 
use of each register in the computer's Arithmetic Logic Unit and computer storage 
locations must be addressed directly, not symbolically. Machine language requires a 
high level of programming skill which increases programmer training costs. Programs 
written in machine language are more error prone and difficult to debug because it is 
very difficult to remember all binary equivalent of register, opcode, memory locations, 
etc. Program size is comparatively very big due to non-use of reusable codes and use 
of very basic operations to do a complex computation. 

Assembly Language 

Assembly languages are also known as second generation languages. These languages 
substitute alphabetic or numeric symbols for the binary codes of machine language. 
That is, we can use mnemonics for all opcodes, registers and for the memory locations 
which provide us the more readable form of the program. These languages also 
provide us with a facility to write reusable code in the fonn of macros. Macros have 
two parts, one is macro name and the other is macro body which contains the line of 
instructions. A macro can be called at any point of the program by its name to use the 
instructions given in the macro repetitively. 

These languages require a translator known as 'Assembler' for translating the program 
code written in assembly language to machine language. Because computer can 
interpret only the machine code instructions, once the translation is completed the 
program can be executed. A typical assembly language instruction consists of four 
components: 
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l. A name or label field 

2. An operation code (Op(,ocle) 

3. An operand 

4. A co1nment field (sopuated by; (semicolon) from the executable part of th1: 
insttuclion). 

A name or label field is optioaal. It ill used to mark a place in a program lo which 
computer control can be transferred. An operation oode specifics to the control unit 
what proce&lling tasks to ped«m .ad the operand field identifies the location of data 
ilem in primary memory. Tbe co1111J1ent field enable~ a programmer to write relevant 
notes and thereby iutprove the program documentation. This field is optional. In 
assembly language, tymbols e.re used rather than absolute addresses, to repn:sent 
mi,mory locations c,a., b~imal value can be used to represent the memory 
location of the data in a statement. For eJUUllPle, 2AH for hexadeci1nal where 2A 
represents some memory locatioo. Similarly BX and CX C-dll be used to represent B 
register and C register of the waiputer's ALU respectively, Mnemonics are u.~ed for 
operation code i.e., short abbreviations that heir, programmers rememlx.-r what lhe 
codes represent 

A.dvantag,:,, 

AlllCmbly language$ provide optimal u.~e of computer resources like regislers and 
memol)' beczuse of direct use of these resources within the programs. Assembly 
IMguage is ea.sier lo use than l!lll4iliine language be.:au.se there is no need to rcm~-mber 
or calculate the bin!ll'Y cquivalcms for opcod(: and regi&ters. An uscmhler is useful for 
detecting programming errors . .Assembly language encourages modular programming 
which provides the facility of reusable code, using macro. 

Df'Qwbacks 

Assembly language programs are not dilectly extleutable due to the need of 
nn,lation. Also, these lanpaaes are machine dependeot aad. lherefore, not portable 
from one machine to llOOl.!M:r. Prognumning in assembly language requires a high 
lewl of programming akills and knowledge of computer an:hitecture of the particular 
machine. 

10.11.2 High Level Laqwages (HLL) 

All high level languages e« procechtto-ooented. languages an(i are intended to he 
machine independent. Programs are wrilte:n in statements akin to £ngli$b language, a 
great advancement over mnemonics of assembly laaguage. That is. the high level 
languages use natural ~ like strucQUes. These lan.1W1&C11 require translators 
(compilers and interpretm) for lrallslaling high level language programs into machine 
language programs for executioll. The programs written in a mah level language can 
be ported on any computer that is why Ibey are known as machine independent. The 
early high level languages come in thud generation of !Jinguages e.g., COBOL. 
FORTRAN, PASCAL, BASCC, APL,~. 

These ltmguages enable the programmer to write instructions U11ing English words and 
f11ntiliar mathematical symbols which makes it easier for programmers to concenlrate 
on the logic of problem-solving rather than technical delails oftbe ~inputer. It makes 
the programs mor1: readable ~. 

Pr«edur~ 

Procedures are the TeuJ18hle cede which can be called al any point of the program. 
Each procedure is defined by a aame a.nd set of in&tructions a«ol!ll)lishing a particular 



task. The procedure can be ealled by its name with lhe list of required paramelers 
which should pass to that procedure. 

A.dvflntages 

TI1ese languages are easier to learn than assembly languages and less time is required 
to write programs in HLL. They also provide better documentation and have an 
extensive vocabulary, Libraries of suhroutines can be iDcorporated and used in many 
other programs, Sll\ing ti:me and effort. Progiams wrinen in high level languages are 
easier to debug because lnlll8laton. display all the errors with proper error messages at 
th~ time of translation. Due to the use of natural language like s1n1cture and 
procedures, the programs of HLL. are more readable. Alao, ~ programs are largely 
machine independent Therefore, programs developed on one computer can run on 
other computers, with minimum or no modifications at all. 

l 0.8.3 Compiler Based and Interpreter Based Laniuage 

A pl'Ogram written in HLl. (sou:rce program) needs to be aanslated into its equivaknl 
machine code ( object p:rogn1111) before it runs. Depending upon the relationship 
between the language tnul.Slation process and ilS Citec\llioll. HLL can be characterized 
as: 

• Compiler-oriented Language 

• Inlerpreter-orieoted Language 

Compiler-oriented Iaoguase is on~ in which lhe el'.ltire soun:e program is enalyzed and 
lnmslated into equivaleet machine code before it ir. executed. Whereas interpreter
oriented language is one in which as soon as one source code instruction is trnnslaled 
into its equivalent machine code. the instruction is inuneoiately e,;ecuted. Thus the 
language translation .software, whether compiler or interpreter, lalces as its input, 
source program written in HLL aod produces equivalent machine code or object 
program as output. 

Trfl1111l11tt>r 

Programs whicll conven a source code in any other language, 'mostly machi11c code' 
are called translator programs. Every high level la11g1U1ge and aHcmbly language uses 
a translator to tnnslate itll program. Translated programs are directly executable 
because they are in machine language (i.e., binary language) which is directly 
understandable by any computer. 

''A trarulator is a pmgmm that takes a~ input a program written in one programming 
la11guage (e.g .• a high level l1111gW1ge), known as SOIU'Ct> language and produces as 
output a program in 11110lher language (machine l1U1guase) known as target language." 

Compiler 

Compilm arc pr0f!l1Wl3 which translate the high level procedural language programs 
into machine insttuctions. Compiler goes through a series of steps to examine and 
modify source code during the compilation '(ll'<X:ess, Each source code instruction 
typically gives a lu.t to several machine code instructions. 

I I ~C• I ~ c~ J It{ o~aaC• I I 
Figure 10.9: CompibttioP J>n)f-,,. 

"'Compiler is a program which takes as input a program of a bigb lev1:I language and 
produces object program in machille oode~. 



198 
Introduction to Comput~rs & 
Information Technolog) 

The steps taken by a compiler to compile a high level program into machine language 
are: 

Source Program 

/.------------, 
/ / Syntax: Analysis "-.. 

'-----------.-------' "---, 

Lexical Analysis 

Intermediate Code Generation 

Code Optimization 

Code Generation 

Target Program 

Figure 10.10: Phases of Compiler 

Error 
Handling 

Lexical Analyzer: Lexical analyzer reads source program characters by character and 
returns the tokens of the source program. The character groups, called as tokens can 
be a keyword, variable name. operator such as+,-,>, etc., punctuation marks like(,), 
", Comma (.), etc., which in isolation provide very little meaning. For example, the 
plus ( +) symbol shows addition but does not show the addition of what. 

The output of lexical analyzer is a stream of these tokens which are just like the words 
of a language. This phase, cht.:cks for error in token formation and if found any, passes 
it to the error handling ~ect1on and then. passes the token stream to the next phase of 
the syntax analysis. 

Syntax Ana(vze: The syntax analyzer groups tokens together to form a set of 
expressions based on the grammatical rules of th1: programming language. 
Expressions can be used further to form a statement. The syntactic structure can be 
represented, as a tree whose leaves are tokens. The upper levels of the tree represent 
strings of tokens logically being together to form expressions and top of the tree (root) 
represents the statement. 

A= B +C*E 

---//'I"-~ 
A B + C *E 

_/,//1~"' 
B + C *E 

/1~'--.. ,_ 
C 



Here A,=, B, +, C, *, E represent the leaves, C* E and B+C*E represents expressions 
and A= B+C*E represents a statement. 

If any syntax problem occurs according to the grammar rules of the language, it is sent 
to the error handling phase. Then the code is passed to the next phase which is 
intermediate code generation. 

Intermediate Code Generation: This phase uses the strnctures provided by the syntax 
analyzer and breaks them into simple instructions which can further be easily 
translated into machine language program. These instnictions arc further transferred to 
the code optimization or to the code generation phase if the code optimization phase is 
not present. 

Code Optimization: Code optimization is an optional phase. It provides the facility to 
improve the intermediate code in such form that it provides for fast execution of the 
program and takes less space. The output of this phase is another intermediate code 
which is passed to the code generation phase. 

Code Generation: This phase takes responsibility of converting the intermediate code 
generated by the previous phase into the machine language code known as object 
program or target program. 

Table Management: Table management phase collects all the information of each 
phase, for example; what variables and intermediate variable it uses; what types of 
each variable and what data structures are used. All this information is stored for 
further use in a data strncture known as 'symbol table·. 

Error Handling: Error handling is invoked when a flaw in the source program is 
detected. It collects information of each error in every phase and warns the 
programmer by issuing error code and error infom1ation by diagnosing them. The 
compilation should be completed on the entire program so that maximum possible 
errors can be detected in one compilation. It is also supposed to see that, if an error 
occurs due to the error in a previous line, it should be suspended. Table management 
and error handling phases interact with all the compilation phases. 

Interpreter 

An interpreter is the language translator for the third generation programming 
languages. Rather than generating object code for the entire source code, this class of 
translators examines and executes source code on a line by line basis. Each line of 
source code is scanned. parsed, translated and executed before moving on to the next 
line. 

"Interpreter is smaller than compiler and facilitates the implementation of complex 
programming language construct by translating, interpreting and executing each line 
one by one." 

Assembler 

Computer hardware i!> capable of executing an instruction only when it is presented to 
it in machine language. Therefore, any instruction to the rnmputer in any language 
other than machine language has to be first translated into machine language 
instruction before it can be executed. A program written in assembly language has to 
be first converted into its corresponding machine code before it can be executed. The 
translation or code conversion is performed by the computer itself using specialized 
software called Assembler. 
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An a.ssemhler talces a program written in assembly language as input (known as source 
program) and generates its equivalent machine lllngUage code (known as object 
program) as output During the process of translation, if any grammatical or logical 
error.~ are d~tected, these are suggested 10 user so that correction can take place before 
the final code conversion. 

10.8.4 Some High Leve) L11nguages 

FORTRAN: Fo,11111l11 Tl'f/n.tl#tion 

FORTRAN was developed by O:lM in 1957. fl is very suitabfo for ex.pressing 
formulae, solving equations and performing iterative calculation,. FORTRAN is 
oriented toward solving problems of a mathematical nature and ha5 been designed as 
an algebre-bl\Sed J)t'Ogramming language. It is one of the OldC$t and mo.st widely used 
high level languages. 

• FORTRAN J (1957) 

• fORTRA N II & In (I 958) 

• FORTRAN IV (1962) 

• FORTRAN 77 (1!}11) 

lt is niostly used by scientists a!1d engineers because tbis languag¢ has huge libraries 
of engineering and scienlifu: fuactiOIIS. 

COBOL: Common llusUU!.'J:N>rientetl Lattg11age 

COBOL was designed ~itically fur business data proc;euint1 so that the pr0<:es.~ed 
output could have the 9{)Peal'a11Ce and sttucrure of a business report written in f.nglish. 
Thus it is constructed from sentences, paragraphs. sectioru; and divisions. 

All COBOl. programs must have four divisions. namely, lhe Identification Division, 
the Environment Dsvision, the 011,ta Division and the ~re l>ivisioo. lt i~ not 
oriented to real-time dala piDCessiDg. It takes inpuis, scores them in a file and produces 
the output ru. a ~le module. 

BAS~C: Btgi11,ie,'s All-Pvrpou Sy/11/J(l/ie lt1Sll'tlC#(llt Code 

BASIC was developed by Johll Kemeny and Thoma, K.anhy at Dartmouth College, 
USA. lnterp1eter i~ 11sed to translate BASlC instructions intQ mach~ language code. 
It is a very aimple and versatile language and can be used f« different types of tasks 
like data flit handling, gr.iphics, games, etc. The various vmions of BASJC language 
are: 

• MS-BASIC 

• QBASIC 

• BASICA 

• GWBAS!C 

Adwuitages 

• Widely known and acc:epte,d programmiPg language and C1ISY to use 

• Uses English sentence like structure~ for instructions. 

• Al.most always coded in e. miI-timt:, conversational mode. 

• Good error diog,,oatica 



Disadvantages 

• Minimal language standards. A~ a result of this !here are many versions of basic 
longuage. 

• Not self-structuring or self-documenting. 

Pascal 

PASCAL was Developed io 1968 by a Swiss named Nika:lus Wirth and named after 
the French inventor Blaise Pascal. PASCAL was the first structured programming 
language which was designed to force us to look at a problem in a logical way. It was 
u!<ed for both scientific and file processing applications and was standardize<! by ANSI 
in 1983. 

AL<rOL: A/gQrithmk L1111guoge 

ALGOL is an algebraic, high-level IHnguage similac lo FORTRAN. It wa~ designed 
by an international group of mathematicians and was first introduced in 1958. II is a 
modular language that is wen suited for use in structured programming settings. h was 
primarily designed as a way of expressing algorithms. 

PL/1.: PrQgramming Lalf!llllll:dl 

J>LI] i~ a vety ven.atile and powerful language developed by lBM. It was oriented 
towards applications which require both cornplex calculatiolU and proctssing of large 
amount of data. 

RPG: RepQrt Progrturt ~nvldor 

R.l'G was developed by IBM in l 969. It is an i.mportaAt business oriented 
programroiog Ja11guage and primarily used for preparing written reports. 

Advani.ages 

• Problem oricnt~d 

• Limited programming skills required 

• Easy to learn and use 

APL: A Prqgr11t1tt1ting Ltt11poge 

Al'L was developed by Dr Kenneth Inversion at IBM. Jt is a convenient, interactive 
programming langua~ suitable for expressing compleit, D'.IAthematical ~pressions in 
compact formats. It i., a real-tun~ language developed primarily for scientific purpose. 
It n,qulret a special lfflllina.l for use and is usually ll!ICd in an interpretive and 
int~:j,•e manner. 

1.0(,0 

It was developed in late l 960s by Segmour Paper &t MIT and used in Universities for 
serious ~cientific · wor!L LOGO is also used as the first educational language that 
children can use lo achieve intellectual growth and develop prob!etn-llOlving skills. Ir 
has oaiy-to-lelll'D graphics fe.ature. 

LISP: 1.ist Processing 

LJSP was developed in 1960 by Professor Jolm Mc. K.a!tby. It is suitable for non
numeric applications and widely used in artificial inte~ projects. It is a 
functional l~nguage, i.e., each instruction is defined in I..ISP as a fullcnon. 
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PROLOG: Programming in Logic 

PROLOG was designed for handling complex logical operations. The language is 
being used to design intelligent computer systems. LISP and PROLOG are the 
primary languages used in artificial intelligence research and applications for 
simulation of games. 

10.8.5 Network Programming Languages 

Networking programming languages are the languages which are used to write 
programs and can be downloaded and executed on different computers of a network. 
These languages arc generally 'platform independent' languages. This means that the 
programs written in these languages can be executed on any operating system and on 
any computer. The common examples of such languages arc Java, per!, etc. 

10.8.6 Hypertext Mark-up Language (HTML) 

HTML is the language for creating web pages which can be seen by using any web 
browser like Internet Explorer, Netscape Navigator. etc. This language provides 
formal rules for marking text which governs its display as part of the web page. It 
could be used, for example. to mark text so that it appears in boldface or italics. It also 
provides the facility to create links to the other sites and pages shown in the form of 
highlighted items known as hyperlinks. 

10.8.7 Java as Platform Independent Language 

JAVA is an object-oriented programming language developed by Sun Microsystems 
for writing programs for running on the internet. The programs written using JAVA 
can be distributed on World Wide Web (WWW) and executed on a variety of 
computers. Programs written in JAVA are translated by the JAVA compiler in a 
format called byte codes which can be executed on any computer. Programs can be 
developed in JAVA and the executable code can be distributed on the Internet. 
Anyone with a program to interpret the code can download and use the program. This 
feature of JAVA is known as ''Architecture-Neutrality''. Web pages include small 
application programs written in JAVA, called APPLETS. which can perform a variety 
of tasks like animations, sound generation, video playback and perhaps most 
importantly, interaction between users. 

10.8.8 Visual Languages 

Development of visual programming languages is one more step in the direction of 
making it easier for non-computer professionals to make use of computers for solving 
their problems. Use of visual representation makes man-computer interface more user
friendly and easy to use. The term "visual programmmg" has been used to imply the 
use of graphic tools and techniques in connection with programming. 

A visual programming language can be defined as a language which uses some visual 
representations tin addition to or in place of words and numbers like buttons, check 
boxes, list boxes, etc.) to accomplish what would otherwise have to be written in a 
traditional linear programming language. Visual programming languages utilize visual 
representation of two things: 

I. Programming constructs and various ways of combining these basic constructs to 
develop complex problem-solving logic, are visually presented. 

2. Various objects to be dealt with as part of the problem-solving process, including 
traditional data types such as arrays, stacks, queues, and application-oriented data 
types, etc., are also presented visually. 



Application domains of visual programming languages irn.:lude: 

• Computer Graphics 

• User Interface Design 

• Database Interface 

• Forms Management 

• Computer-aided Design 

Listed below are some of the well-known visual programming languages: 

1. Pygmalion 

2. The Xerox Star 

3. Programming by Rehearsal 

4. Pict 

5. Vennlisp 

6. State Transition Diagram Language 

7. Pascal-BSD 

8. Programming with Interactive Graphical Support (PIGS) 

9. Formal 

10. Query-by-Example (QBE) 

11. Visual Basic (VB) 

12. Visual C++ (VC++) 

13. Visual Java (VJ++) 

Visual Basic and Visual C++ are the most widely used visual languages in the current 
world but the usage of Visual Java is also growing very rapidly and it is becoming 
very popular due to platform independence. It is used in Internet as Network 
Programming Language. 

10.8.9 Visual C++ 

Visual C++ is a highly Integrated Development Environment (IDE) that allows you to 
create, build and debug Windows applications faster than ever before. It also serves as 
a fully functional vehicle for cross platform applications development. There are two 
major features which account for growing popularity of C++. 

l. The Visual C ➔ environment itself runs in Windows so that the full set of 
Windows based tools become available to create and manage projects and 
applications in Windows. 

2. The Visual C++ uses visual user interface to facilitate the task of developing new 
applications. 

The core of the Visual C-'-+ environment is built around three basic components. 

1. The CIC++ Compiler and Linker 

2. The Developer Studio 

3. The Microsoft Foundation Class Library (MFC) 
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10.8.10 VJ++ 

Visual Java is nne of the most powerful Jnteme1 products. VJ+-;- is a programming 
environment based on GUI rather 1han CUI. ll provide11 integrated nnd wotkable Java 
tools to develop the application programs. It simplifies the process of creating Java 
aJlplets and applications and adds the power of Microsoft Wiza,d to speed up Java 
application development. It i3 ustful in bolh Internet application developments as well 
as in stand-alone applicatiO!ll. 

10.8.11 Visual .Rl!sic 

Visual Basic is a full-feanm:d, ve,y high level programnlitig wiguage. Visual refers 10 
the way in which you develop an application's user interface. You "draw" windows, 
buttons, text boxes, scroll bets and other components of tbe user interface. Basic rcfc,s 
to the type of prog~ oode you wrilc; lhe familiar BASIC language code. 

Visual BASIC is the software development environment that enables you 10 develop 
Windows applicatioru; quickly and ellSily. Using Visual Buie, you develop "event
driven", rather than ')roeodural" programs. 

In a procedural program, the program itself detennines which portions of the code arc 
to be executed and whm. ID an event-driven program, events (i.e., user actions 5uch as 
a mouse click, or system e'Venls such as the passage of a specified amount of time} 
determine which portions oftbe code are to be executed and when. Pro~m execution 
depends on which aod whcD evenlls occur. 

Advanu,ge.i of Visual Ltrng11oges 

Jn general, people _prefer pktllnl& over words as they are a more powerful means of 
conmrunicatioo •Uley oonvey l.vge information more conciaely and more clearly. 
Pictures are easily understood by people regardless of what language they speak. It 
facilitates and encowages e11d Uller participation in ~ystell'I d,;velopmt-111. 

10.9 FOURTH GENERATION LANGUAGES (4GLS) 
Fourth Generation Languaget Sn:' a class of software desiglled to simplify the lllsk of 
developing a new application by making the user interface simila, to natural 
languages. These ere very easy to use languages. Some 4GL& ate designed to irnp<ove 
the prodlM..1ivity of propmming professiouals while others are <k:signed to be used 
directly by the end user. 

Fourth-generalioo pr~ languages are high-level l!IJl8Wlgea built around 
database system~. They are get1'1:111lly wed in commercial mviromnents. 

• ABAP 

• CorVision 

• CSC's Graph Talk 

• Easytricve report genenitor (now CA-Easyttfove Plus) 

• FOCUS 

• IBM lnformi:\•4GL/Aubit-4GL 

• LINC4GL 

• MAPPER (Uni11Ys!Spcny) - now part of BIS 

• MARK-IV (Srerli.llg/Infonnati) now VlSlON:BUlLDER ufCA 

• l'rogn:ss 4GL 



• LiveCode (not based on e dat.aba<ie; still, the goal is to work at a higher level of 
abstraction than 301.s) 

• SAS 

• Ubercode (VI-ILL, or Vesy High Level Language) 

• Uniface 

• Visual DataFlcx 

• Visual FoxPro 

• x.8ase 

4GLs are designed more for specification of what t.llsb to he accomplished as 
comp;u-ed lo third geneflllion procedural languages which fOCIIII on how to solve a 
problero. These languages are developed for the plU)lose of making database 
management more efficient and are also known as database management sy~tem.s. 
Database Manag~'lllent System (DBMS) is a concept to construct. O!iani2e and 
manipulate a large set of data in a best possible way. 

In 4GLs the task could be accomplished by giving a sillgle instruction as follows: 

Display all for employee name ~ "David" from employee ~ file. 

Many fourth generation languages either incorporate a query language or support a 
standard query J,anguage Jiu SQL, which clll! be used to interact with the database. 

e.g.: SQL statement for l:b.e above illustration will be: 
[Select• from cmployee_ffillSter where emp _came = "'Da\'id'',) 

NOTE • means all tho fields of record. 

Atl!latttages 

• Easy to use; little or no computer knowledge is required. 

• Machine independent. 

• Enhanced programming productivity. 

• Ease of modification and maintenance of data. 

• Good docw:nentatiQ.ll, 

DisRd1111ntages 

• 4GL programs are less efficient from the com~ resource utilization point of 
view. 

• Programmers become !CBS skilled over a period of time. 

• Security standanls are difficult to enforce in 4GL enviroimient. 

10.9.1 Popular 4GLs 

The organization storage and management of ever-increa.sing quantity of information 
is a major problem fecin3 modem oi:ganizations. A number of 4GL tools have been 
developed to address dli& problem efficiClllly. Using popwar-40L _packages, users can 
store vast quantities of data on the computer wbi1:h can be retrieved easily either 
individually or orgllnized in the foon of various rtpOrts. In this section, we are going 
to highlight major featurcs of some of the most widely used 401A. 
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dBase 

Dbai;c ( or later veniQll$) is a database managemenl sys!Ctll desib•rux.l for use on 
microcomputers in DOS oper.iting system environment. It has heen developed by 
Ashton-Tate Inc. (USA). A maximum of J 5 tiles can be used at a time. In <lbas" five 
types of data fields an, permi~sible. __ _.. 

Field l),pe Code Siz.e 

]. Character (C) 25$ 

2. Numeric {'W) 19 in which lll$t 9 digits art: for fractions 

3, Date 0>) 8 it is takeo by ~ystcm automatically 

4, Memo (M) 

I 5. Lo,sical ____ (Y /Nl Oil (1'1T·) . _! _______ 

It has II series of English-like conummd~ using which dam ~tored in the datahasc can 
be manipulated. 

e.g.: Create, Appezid, Di3play, List, Edit, 8row$e, Rl:place, Delete, Sort, etc. 

!following operation.s Call be p,rforme<l in dbase: 

• Creation of database. 

• Editing of dat.1 in the da!Abasc. 

• Selective access and retrieval of data from the databa.qe, 

• Manipulation of data IISing aritlunetic and logical operat=. 

• Programming wing itll command language. 

Fox/la$e 

lt is a datahase manageme11t $)'Siem similar to but more powerful than dbasellh. It is 
developed by Fox Software Inc. (t:SA). l:'oxbase is complC!ely source co<le 
compatible with dbase, ic,. files created in dhase can run with Foxhase without any 
modifications. It is 11i,gnifica.ntly faster than dbase in exC1::Ution, alw it can run on a 
vllllety ofhan.lwarc and operating systems environments including DOS and UNlX. 

FoxPm 

FoxPro is one of the leading DBMS for PCs. It is an updated an<l t:llbanccd version of 
the F oxbase software and very simple and easy to use. It helps you design database 
files as per user requi.mnetits and user specified fomutts and helps you in creating and 
managing databa:le effa:lively through simple built-in com1nands. The retrieved 
infonnatiotl can he displayed on the screen or printed as per the desired report format. 
Flexihility is one of the by fe1ilures of FoxPro i.e., contents and the strnct11re of 
foxl'ro file can be changM any number of times Wilh case. 

Focu.f 

.Focus was one of the .laraest selling 4GL DBMS loo!. at one time, but now it is not 
used widely i.111c to a very complex structure and slow performance. The command 
stnicture of Focus was aho very typica.1. 



Fill in the blanks: 

I. ____ is sometimes used as a detailed step in the process of 
developing a program. 

2. In modular approach, large program is divided into many small discrete 
components called ___ _ 

3. ____ are a way to classify programming languages based on their 
features. 

4. The ____ is a process of steps, used by programmers to more 
efficiently manage their time in designing error-free programs that 
produce the desired output. 

10.10 LET US SUM UP 

• Language 1s the main tool of communication among people. A computer 
understands a special language called machine language. Writing a machine 
language program involves clerical chores. To alleviate this, assembly language:. 
were developed. The assembly language for a computer uses mnemonics to 
represent operation codes and symbolic addresses instead of absolute numerical 
addresses. 

• Knowledge is a combination of infonnation. experience and insight that may 
benefit the individual or the organisation. 

• Good infom1ation is relevant for its purpose. sufficiently accurate for its purpose. 
completes enough for the problem, reliable and targeted to the right person. 

• Programs can be characterized as interactive or batch in terms of what drives them 
and how contmuously they run. 

• Programming languages are unambiguous. while natural languages arc often 
multiply ambiguous and require interpretation in context to be fully understood 
(also why it's so hard to get machines to understand them). 

• High-level languages were developed to alh)\\: application programs to be run on a 
variety of computers. These languages are machine independent and procedure 
oriented. One statement in a high-level language would be translated into many 
statements in its machine language equivalent. Every high level language has 
precise rules of syntax and semantics. The most commonly used high level 
languages are FORTRAN, COBOL, BASIC. PASCAL. C. C++. Java, RPG. LISP, 
and SNOBOL 

• Object oriented programming is becoming pnpular as it allows reuse of old code 
and program generalization. C++ is an object oriented language. 

• Programming languages are unambiguous, while natural languages arc often 
multiply ambiguous and require interpretation in context to be fully understood 
(also why it's so hard to get machines to understand them). 

• An algorithm is a procedure or fonnula for solving a problem, based on 
conducting a sequence of specified actions. 

• Program flowchart is a diagram which uses a set of standard graphic symbols to 
represent the sequence of coded instructions fed into a computer, enabling it to 
perform specified logical and arithmetical operations. 
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• 1\on-proccdural tan1,ruages c;oncentr11te on precisely defining specifications rnther
than detatlcd procedure to rcaliz(: specifications. PROLOG is an important non
procedural language. A good programming language should be t--asy lo learn and
understand, shooJd be user-friendly, easy to debugs, ils subprograms should be
reusable, should be porta:b]e, secure and take less execution time.

• 4GLs are designed for specification of what tasks to be accomplished as compared
to third generalion procedural languages which focuses on how to solve a
problem. Some popular 4GL8 include Fox.pro, dBase, Fox.base mx l'F ocus.

• Visual programmtng Languages uses some visual representations to accomplish
what would otherwise ha'l/e to be written in a traditional Unear programming
language. Some of such languages are V isua I C++, V) ++ 1 Visual Basic, e Le.

10.11 UNIT END ACTIVITY 

Make a list of network programming language and high level languages. 

10.12 KEY,\lORDS 

1bs�1ttblcr: Sy .stem software that transl ates asi.emb ly language into mac hinc language. 

Assembly la:nguag,: A Jower•levc:l progrnmrning language that is slightly more u;i;:cr
friendly than machtne languag ; reprt--sent the second generation of pi-ogr:amming 
language. 

Cmnpiler: A software prog m that translates a high-level langua,gc program to object 
code. 

Data: .Facts, a description of the World. 

High Level Language: Computer language in which each statement iii trans la led intu 
niaQ.y machine language stati;::m.enl$. 

In/or• ation: Captu.roo Data and Know ledg�. 

lntBrpreter: A cOD1piler that tnu\slates -and cxecu te,'- one source program statement at a 
time. 

KnoHJkdge: Our persornd map/model of the World. 

Lin�r: Software that conve the object code into a load module that can be ph:1 . .ced 
in memory and run ·by assigning memory addre:ss to various parts of the program. 

LOflder: Software used to by,.,..., the step of creating a lo:uiable module and places 
the object module directly into memcity for ex.ecution, 

Machine Ltutg1'11ge: The lowest level prograrnmin� lW1gm1ge. Lliing billll!y digits, 
which is the only language the CPU understands; represents the first generation of 
programming language. 

Object-qrw,,te,/ Language: Propmtrring language that cncapsuiatet a ::.mall amount 
of data along with in:;tructionri about how lO manipulate l.ha.t data; inheritance and 
reusabi] ity features provide fuJK:tioo.al benefits.

Prut:edure:s; The strategies, policies-. methods and rules for usinB an information 
ty9tem. 

SJIJ,..program: Pan of a program whicli can be created and executed ind"J)em.kndy. 



10.13 QUESTIONS FOR DISCUSSION 

1. What do you understand by programming'.' Describe the features of programming 
language~. 

2. Write down the classification and generation of programming languages with 
examples. 

3. What is a low level language? Describe in detail. 

4. Write down the programming concepts of procedural languages. 

5. Differentiate between: 

(a) Compiler and Interpreter 

(b) Low Level Language and High Level Language 

(c) Assembler and Compiler 

( d) Linker and Loader 

( e) 4th Generation and 2nd Generation Languages 

6. Write short notes on: 

(a) Syntax analyzer (bl Code optimization 

(c) Code generation (d) Table management 

(e) Visual programming languages ( t) Visual basic 

7. What is compiler based and interpreter based language'? 

8. Make a list of 4th Generation language and explain Visual C+-t- language. 

9. What do you understand by Pseudocode, algorithm, program and flowcharts·.> 

10. Explain the programming development cycle in detail. 

Check Your Progress: Model Answer 

1. Pseudocode 

2. Modules 

3. Programming paradigms 

4. Programming development cycle 
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11.0 AJMS AND OBJE·CTIVES 

After studying thjs lesson, you should be able to: 

• Know about the basics of e-omputer VlIUlii

• Discuss tile activation of virus

• Explain the bilSlory of virus

• Learn a bout how. dam.ages arc caused by virus

• Discuss the mechanism of virus

• Describe how • vinis spreads

• E labornte how is virus named
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• List out the types of computer virus 

• Know about antivirus programs 

• Analyse Norton Anti Virus (NA V) 

• Understand execution of Norton Anti Virus 

11.1 INTRODUCTION 

A computer virus, much like a flu virus, is designed to spread from host to host and 
has the ability to replicate itself. Similarly, in the same way as viruses cannot 
reproduce without a host cell, computer viruses cannot reproduce and spread without 
programming such as a file or document. In this lesson, we will discuss basics of 
computer virus, activation of virus and history of virus. 

Damages caused by virus, mechanism of virus, how a virus spreads, how is virus 
named will be discussed in this lesson. Lastly, we will elaborate types of computer 
viruses, antivirus programs, Norton AntiVirus (NA V) and execution of Norton 
AntiVirus. 

11.2 BASICS OF COMPUTER VIRUS 

A computer virus is a program, script, or macro designed to cause damage, steal 
personal information, modify data, send e-mail, display messages or some 
combination of these actions. 

When the virus is executed, it spreads by copying itself into or over data files, 
programs, or boot sector of a computer's hard drive, or potentially anything else 
writable. To help spread an infection the virus writers use detailed knowledge of 
security vulnerabilities, zero days, or social engineering to gain access to a host's 
computer. 

A computer virus resides on a host computer and can replicate itself when executed. 
Virus can steal user data, delete or modify files and documents, records keystrokes 
and web sessions of a user. It can also steal or damage hard disk space, it can 
slowdown CPU processing. 

11.2.1 Activation of Virus 

When the computer virus stans working, it is called the activation of virus. A virus 
normally runs all the time in the computer. Different viruses are activated in different 
ways. Many viruses are activated on a certain data. For example, a popular virus 
"Friday, the 13th" is activated only if the date is 13 and the day is Friday. 

11.2.2 Damages Caused by Virus 

Computer virus cannot damage computer hardware. IT may cause many damages to a 
computer system. A virus can: 

• Damage data or software on the computer. 

• Delete some or all files on the computer system. 

• Destroy all the data by formatting hard drive. 

• Display a politically wrong or false message. 



11.3 lflSTORY OF VIRUS 
Computers and computer user,; are under assault by hackers like never before, but 
computer vim~es arc almost &S old as elecironic computers themselves. Most people 
use the tenn "computer virus" to refer to all malicioua scftwll?e, wbich we call 
malwan;. Computer Viruses are actually just one type of malware, ·self-replicating 
program, designed to spread itself froro computer to comp11tcr. A virus is, m fact, the 
earliest known mat ware invented. 

The following is a history of some oftbe most famous viro!le6 and malwan:s ever: 

• 1949-1966 - SelJ~Rq,mtl11clffg Automata: Self-replicating programs were 
established in 19.49, ro produce a large number of viJustt., John von Neumann. 
whose known to be tbe "'Father of Cybernetics", wrote an article on the "Theory 
of Self-Reproducing Automata" that was published in 1966. 

• 1959 - Core Wars: A computer game was progl'fmrncd in Bell l..llboratory by 
Victor Vy1ottsky, H. Douglas Mcilroy and Robert P Morris. They named it Core 
War:,. In this game. infectious programs named orgaiililms wmpetcd with the 
processing time of PC. 

• 1971 - The Cretper: Bob Thomas developed an e-,q,mmental 11elf-repliCilti11g 
program. It accessed through ARP ANET (The Advarn:cd Research Projects 
Agency Netwotk) and copied lo remote h05t system& with TENEX operating 
system. A message displayed that. "J'm the creeper, catch m~ if yo11 can!". 
Anothtr program named Reapei- was created to delete the exillliDg harmful 
program the Creape-r. 

• 1974 - Wobbit (Rabbit): This infectious program was developed to make multiple 
copies of i16eli on a computer clogging the system reducmg the performance or 
the computer. 

• 1974 - J97S - ANIMAL: John Walker developed a prognun called ANIMAL for 
the UNIV AC 1108. This was said 10 be a non-malicious Trojan that is known to 
spread through shared !apes. 

• I 9/JI- Elk C/;J11er: A program called the "Elk Cloner" was developed by Richard 
Skrenta for the Apple U Systems, This was created to infect Apple DOS 3.3. 
The~e progl'ams started to spread through files and folders that are transferred to 
other computern by floppy disk. 

• 1983 - This was the year when the term "Vii:wi" was coined by Frederick Cohen 
for the computer programs that are infectious as it bas th~ tcmden,cy to replicate. 

• l1'86 - Brain: This is a v.irus also known as the "Brain boot sector", that i~ 
compatible with IBM PC was programmed and developod by two Pakistani 
programmers 'Aasit Farooq Alvi. and his brother, Amja.d Fltl!Xl4 Alvi. 

• J 987- Lehigh: This vims wag programmed to infect oommand.oom files from 
Yale University. 

• Ca$catle: This virus is a self-encrypted file virus which wes the outcome of IBM's 
own antivirns product 

• Jerusalem Virus: This type of virus was first detected in lhc city of Jerusalem. 
This was developed to deetroy all files in infeded COltlp\llerS OD lhu thirteenth day 
that falls un a Friday. 

• 191111 - The Mo,ris Wo1111: This type of worm was created by Robert Ttq)pan 
Morris to infe1:t DEC VAX aml Sun m:.chines rwmms BSD UNIX through th.e 
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Internet. This is best lcnow-n for exploiting lhe comp1de.rs that are prone to buffer 
overflow vulnerabilities. 

• 1990 - Symantec launched one of the first antivirus prognuns called the Norton 
Anlivirus, to fight ag8Dl8t the infectious viruses. The first family of polymorphic 
virus called _the Chameleon was develop,-.'d by RalfBlllgtr. 

• 19.95 - Ct>11c,pt.· This vims name concept WIIB created to spread and attack 
:\-1icrosoft Word d.ocwnmts. 

• 1996 - A macro VU\IS kno,,11 as Laroux was developed to infect '.lilicrosoft Exce! 
Documents, A viru& named Baza was developed to infe<:t Windows 95 and Vims 
named Staog was created to infect Linux. 

• J 998 - CIH Vuvs: The fir..t version of CJH vinw:1 was developed by Chen Tng 
Hau from Taiwan. 

• J 99.9 - ffRppy99: This type of worm was di:veloped to attach itself to e-mails with 
a message Happy New Year. Outlook Express artd 1.oternet Explorer on Windows 
95 asid 98 were affected. 

• :woo- JL0YEYOV: The virus is capable o-f deletiqg files in JPF.Gs, MP2 or MP3 
formats. 

• '1001 - A1me1 Ko11mikova: This virus was spread by e-mails to the contact:; in the 
compromised address book of Microsoft Outlook. The emails purported to contain 
pictures of the very attractive female tenni~ player, but in fact hid a malicious 
virus. 

• 1002 - LFM-926: This virus was developed to infect Shockware Flash files. 

• Beast or RAT: This is backdoor Trojan hon;e and is capable of iofecting all 
versions of Windows OS. 

• 2004 - JllyDoon,: 'Ibis infectious worm also called the NovllJ)g. This was 
developed to share files and pennitted hackers to access to infocted computers. It 
is known as the fastest mailer worm. 

• 2005 - Samy XX,4: Toii, typ~ of virus was developed to spread faster and it is 
lmown to infect the Windows family. 

• 1006 - OSXILHp<-A: This was the first ever mown 111.fllware discovere-d against 
~lacOSX. 

• Nyxem: This type of wonn wa.~ created to spn!lld by IOll6i•Olailing, de~troying 
Microsoft Office files. 

• 2007 - Storm Won,: Titis was a fast spreading e-mail spamming threi1t ag"inst 
Microsoft s~ms that compromised rnilli'>ns of 1ystcms. 

• Zeu.tt This is a type of Trojan that infects used ~•pture login credentials from 
banking web sites and commit<; financial fraud. 

• 2008 - K(J(Jb/R&e: Thill virus was developed and Cfe!lted to target Facebook and 
MySpace users. 

• 2010- Kenuro: It is a virus tha1 spreads online between sites through browsing 
history. 

• 2013 - C,yptulocker: This is Trojan horse encrypts the files infocted machine and 
demands a ransom to unlock the files. 

• 1014 - Ba,•koff: Malware designed to cornpror.ni&e Point-of-Sale (POS) systems 
to steal crodit card data. 



ll.41\'IECHA:!\'ISl\f OF VIRUS 

The operations and functions of computer virus arc given heR:. 

11.4.1 Pam 

A viable computer virus must contafo a search routine, which localeS new files or new 
disks which targets infection. Secondly, every computer virus must contain a routine 
to copy itself into the program which the sr.arch routine IOC111CS. The three main viru~ 
parts are as follows: 

l. lnfe,ctim, Mechanism: lnf«rion mechanism (also c;alled 'infection vector'). is 
how the virus spreads or propagates. A virus typically baa a search routine, which 
locates new files or new disks for infection. 

2. Trigger: The trigger, which is also known as logic bomb, is the compiled version 
that could be activated any time an executable file with the virus is run that 
determines the event or condition for the malicious "J)a.yload~ to be activated or 
delivered such as a particulsr date, a particula.c time, ptlrticular presence of another 
program, capacity of the disk exceeding some limit, or a double-dick that opens a 
particular file. 

3. Puylt>ud: The "payloed" is the actual body or data that pe.rfurrn the actual 
malicious purpo~e oflhe virus. l'ayload activity might be: noticeable (e.g., because 
it causes the system to slow down or "frecie"), as most of the time the "pi1yload" 
itself is the harmful activity, or sometimes non-<iemuctive but distributive, which 
is called Virus ho~. 

11.4.2 Phases 

Viru., phase., are the life cycle of the computer virut, dc=ribed by using an aru1loi)' to 
bio.logy. This life cycfo can be divided into four ph..'\!les: 

1. DorMlfflt Phase: The virus program is idle during this stage. The virus program 
has managed to acces., the target user's computer ur softwim:, but dllJ'ing this 
stage, the virus does not take any action. The virus will eventually be activated by 
the "'ttigger" which states which event will execute the '\'11'US, such as a date, the 
presence of another program or file. the capacity of the disk excuding some limit 
ur the user taking a certain acti.on ( e.g., double-clicking on a ccrtain icon, opening 
an e-mail, etc,). Not all vinue~ have this stage. 

2. Propugution Ph01e: The virus places an identical copy of itself into other 
pro.wam.1 or into certain i;ystem areas on the disk. Each inrected program will now 
con.lain a clone of the viros, which will it,elf enter a propagation phase. A virus 
will typically not propagate to another infoct~d prognllll. 

The virus starts propagating, that is multiplying and replicating itself. The virus 
place.~ a copy of itself into other programs or into certain syatem areas on the disk. 
The copy may not be identi<:al to the propagating vm1ian; viruses often "morph" 
or c:hange to evade detection by IT professionals aod aoti-vinls software. Each 
infected program will now contain a clone of the vinl8. which will itself enter a 
propagation phase. 

3. Triggering Pha.,e: The virus is activated to perform lhe function for which it was 
intended. This can tie caused by a variety of system events. A dormant vinas 
moves into this phase when it i~ activat(:d, and will now perfoml lhe function for 
which it was intended. The triggering phase can be caused by a variety of sy,tem 
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events, including a count of the number of times that this copy of the vims has 
made C-OJ)ie& of illlelf. 

Execution PlrOR: This is the actual work of the vinul, where the "payload" will 
be released. It cao be <kstnJcti ve such as deleting files on disk, crashing the 
system, or COrnil)lmj files or relatively homuess soob as popping up humorous or 
political message, on scree11. 

11.5 HOW A VIRUS SPREADS? 
The followiog are the main causes of a compu_tcr virus: 

lnji'cted Flash Drlwts or Disks 

Flash drives and disks &1\l the main cause of spreading viruses. J:llash drives and disks 
are used to tran~fer data from one computer lo other. A virus can also be copied from 
one computer 10 Olbtr when the user copies infected fil~s Wling fla~h drives and disks. 

Email Attaeltme,w 

llfost of the vira.res spread through e-mails. E-mail aaachment is a file that is sent 
a)oog with an e-mail. Au e-mail may contain an infected file attachmelll. Virus can 
spread if the usenr. open and download an e-mail attachment. It may ham1 the 
computcr when it is activated. lt may destroy· file1- <m the hard disk or may send the 
virus autoroaticslly to all ~mail addresses saved in the address book. 

lnfected/Pomogrt1p/f:y Websites 
Thousands of insecure websites can infect computer with vil'tlses. Most of the 
websites with pomographic 1naterials are infected, so by visitinii these websites lhe 
user's computer al.so gees infected hy virus. These websites are developed 10 spread 
viruses or other unet.bical material. The virus is transfened to the user's computer 
when this D'lllterial is downloaded. These websites may access the computer 
autofllJllically when the users visit them. 

Nef)V(Jrki 

Vi111~ can spread if m infected computer is connected to a network. The intemet is an 
c;xample of such network. When a user downloads a file infected with virus from the 
Internet, the vi.nu ia copied to the computer. It may infe<:t the fiks stored on the 
computer. 

Pirated Softwqre 

An illegul copy of i;oftwure is called pirated sofiwarc. Virus can spread if user installs 
pirated software that contains a viJU&. A variety of pirated software is available in ens 
and from the Internet. Some companies intentionally add virus in the software. The 
virus is autotltatk.illy activated if the user uses the software with.out purchasing 
license. 

11.6 HO\\' IS VIRUS NAMED? 
Heartbleed, Melissa, Klez, Nimda, and Sasser--all of these innocent soundi11g words 
could n.1in your computer, steal your infonnotion 11.rtd impact your digital life forever. 
These computer viruses ~d system ,111nerabilities an the best at what U)ey do: 
breaking stuff But how did the-se terrors get their names? 

There is not one siandardized way 10 name viruses. These are not hurric~nes. there's 
no master list to tum to, and no authority lhat watches over them to regulate them. 



Instead, there are 'lhree main avenues for vims t1.tmiog: when the name is given to the 
virus as pan of its program.ming; when the v~or by which the virus is spread 
detennines the name; and when vulnerability is fo\lt)(j and then named after the fact, 
usually by its discoverer. 

When viruses got around mainly through the forwarding of e-mails, the name of the 
threat would be based on the file name of the attachment. One of the worst viruses 
ever seen was called "ILOVEYOU ." It spread like wildfue because of the ple8ll8tlt 
sounding c,-mail 11ubject and attachment (Love-letter-for-you.txt). The happy 
attachment tumed out to be malicious code that oirerwi:ote existing files with copies of 
itself. 

Koobface and Vundo were named after the method by which they were .spread. 
Koobfaoe, an anagram ofFacebook, was a wonn that Jpl'C&d lhrough the social media 
site. Vu11do was a combination of Virtual and Mundo ("world" in Spanish), and it 
spread through virtual oommunities. 

Then, there are vulnerabilities like Heartbltsed. Heertbleed was a bug found in the 
OpenSSL CIICfYP1ion service. The Hue of code that contained the glitch was CVE-
2014-0160 - not exactly the most memor.ible n11me. Ossi Herrala, a system 
administrator· at Codenomicon (the company which foUDd tllt: bug) came up with the 
name. Vocativ iq,orted that Herrllla, "thought it was filling to call it Hcartbleed 
b\.<(!ause it was bleedi:Dg out the important information from the memory." Because 
Ileartbleed was such a terrible bug - security e,cpcrt Hruce Schneier ranked it an I 1 
on a scale of 1 to IO - it needed solid branding to get the attention it deserved. The 
catchy named Heartbleed, linked with the bleeding heart logo and a ~-fiicnd.ly 
website, was lbe petfcction combination of Illllritatins. It received the attention it 
needed, ca1111ing thousands of affcx.-red websites co construct patches and users to 
change password5 in reeoro time. 

As for some of the kookier named viruses, there's alwa.y.s a story behind it, usually as 
unique as the program itself: Melissa, one of the fa.srest-spreading viruses ever, was 
named after a stripper programmer David Smith. The Michel~lo virus would only 
activate on March 6th. the artist'~ binhday. Many have taken on the name of the 
celebrity who you are promised naked pictun:s of if only you click on a suspiCiOIIS 
link. Some virus name$ are ju.1t glorification for thei,- developer; Samy Kumar named 
the Samy Worm after himself, and the CIH virus is the illitiills of its developer, Chen 
Ing Hau. 

Regardles.~ of how delightful the name is, be sure to nm virus screenings regularly, 
itnd backup yollt da1a. I LOVE YOU affected over 50 million users and cost the U.S. 
$15 billion to remove. 

11.7 TYPF.S OF COMPUTER VIRUS 

The following arc a rew pro1t1iueul viru.~es: 

CryptoLocker 

When it comes to malware, ransomware i.s the new kid on the block. While most 
people can rattle off names like 'Trojan', 'vi.ruses' aru:I 'spywere', they're often not 
100 familiar with rao.somware . 

.Ransomware is a kind of malware that takes your files~. You know in l'teist 
movies when the bad guy grabs someone and th.rear.ens them in return for mooey? 
Ran.~omware works much like thal, except your COl?lplllet' i, taken hostage by a 
faceless bad guy. 
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Released in September ZOil, CryptoLockcr ipread through -ii at~chment:s and 
encrypted the user's files so that they could 1101 access them. 

The hackers then se11t a decryption key in return for a sum of money, usually 
somewhere fl'\)rn u few hundred pounds up to a couple of gnuid. 

ILOVEYOIJ 

While lLOVEYOU sounds like a cbccrful bon mot you might find printed on the 
inside of a Valentine's Day eard, it's actually far, far more sinister than that. 
ILOVEYOU is one of the most well-known and destructive viNBeS of all time. 

It's been 15 years since ll • .OVEYOU was Jet loose on the loternet. By today's 
standards it's a pretty tame virus, but in 2000 it was the most damaging malware event 
of all time. Likely, lLOVEYOU iNpired many backers IQ wield their keyboard as a 
weapon. 

;l,fyDoom 

MyDoom is considered to be lho most damaging virus ever relea&ed- and with a 
name like MyDoom would you expect anything Jes~? 

MyDoom, like ILOVEYOU, ia a record-holder and was th~ fllS!t:st-spreading e-mail
based wonn ever. MyDoom was an odd one, as it hit tech companies like SCO, 
Mkwsoft, and Google wilh a Distributed Denial of Service attack. 

A version of the virus alle3edly hit the SCO website with a boatload of traffic in an 
anempt to crash its servers. 

Stnrlff W o,1t1 

Stonn Worm was a partia!J.arly vicious virus that made the rounds in 2006 with u 
subject line of '230 dead as SIOrnl. batters llurope •. Intrigued, people would open the 
email and click 011 a link to du: news story and that's when the problems started. 

Storm Worm was a Trojan horse that infected computers, sometimes turning them into 
:iombies or bots to continue the spread of the virus and to send a huge amount of spam 
mail. 

Anna KournikoWI 

Anna .K.ouroikova was one of tile most searched terms on the Internet. People were 
just very into tennis. 

Jan De Wit, a 2~yClll'-Old Dul.cl, man, wrote the. virus as ••joke'. The subject was 
"Here you have, ;O)" with an attached file called AnnaKournilcova.jpg.vbs. Anna was 
pretty hannless and did not do much actual damage, though De Wit turned himself 
into polioe anyway. 

CodeRt!d 

It is a wonn that infects a comp11ter running Microsoft HS server. This vin,i.s launched 
DOS attack on White House's website. Tt allows the haclcer IO accces the infected 
computer remotely. 

Nimba 

It is a worm that spreads ituelf IISing different methods. IT daroages computer in 
diftl:Tent ways. It modified 6lel, alters security settings and degrades perl'ormance. 



Si,imme, 

While most of the malwarc on this !isl slri1.:tly hit compute.111, Sl.\mmcr was created 
wilh broader ambitions. Slammer is th~ kind ofvuw that 111Ues it into films, as only a 
tew minutes after infecting its first victim. if was doubting itself every few seconds. l 5 
minutes in ,md Slammer had infected half of the servers that essentially ran the 
Jntemct. 

'fhe Bank of America'i ATM servici: crashed, 911 services went down, and flights 
had 10 be cancelled bee~ of oniine errors. Slammer, quite aptly, caused & huge 
panic as it had effectively managed to crash the Jntemet io 15 quick tninutes. 

Stuxnet 

Stuxnct is easily !he scariest virus on the list as it was built by government engineers 
in the US with th" intention of obstructing nukes from being built in Iran. Stuxnct is 
the first real venture into eyberw111 and it definitely uks Im: question as to what will 
come next. 

SirCt.tm 

lt is distributed es an email attachment. Jt may dele!e files, degro6e performance and 
send the files 10 anyone. 

Melisa 

It is a virus that ia diS!ributed as an email attachment. rr disables different safeguaTds 
in MS Word. It send& itBelfto 50 people if Microsoft Outl011k is installed. 

Ripper 

It corrupts data froro the hard disk. 

MDMA 

I1 is transferred from one MS Word file to other if both ftles arc in memory. 

Concept 

It is abo tr=fem:d as an email attachment. It s.eves the file in template dir«.101)' 
instead of its original loouion. 

One_Ha/f 

It cnctyp!S bard disk so only the virus may read the datll. It displays One_ Half on the 
scr~cn when the encryption is hulf complet<:d. 

11.8 ANTIVlRUS PROGRAMS 
Antiviru~ programs arc designed to provide ultimate protection against potential 
hazard~ a person might face while browsing !he Internet. Thell¢ programs worl< by 
identifying dangerous security threats that could compromise the perfomNmce of a 
computer. AnliviruB softw111e is also aimed at pn:venting security issues that often 
arise while usiag a compuw-, including the prevalent lhreat of identity theft. 

Every day, !here are growing concerns to addn:ss regarding computer security. 
En.swing computer 9CCUrity in the workplace and in the home has become a priority of 
individuals and bulittesses. This is primarily due to the continuous threat of oew 
computer viruses and malicious software, or maJware that emerge on a daily basis. 
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An antivirus program worb by maintaining a type of surveillllnce within a network. 
The viru.~ program with antispyware will continuously check for threats from 
malware. The comp11ter user ha& the option of ruMing a quick virus scan, thus 
eradicating the most common !ow-risk problems found. 

There are several steps involved in the process an antivtr11$ program employs to 
identify a potential threat to a computer. Considering there are oew viruses, worms 
and spyware threats surfa;:ing nn the Internet regularly, subscribiog to an antivirus 
progr<1m does not nex:es!IGJi.ly mean protection is complete. That fa why, it is believed 
crucial to maintain regular updatlls for continuous protection. 

Other possible features of an lllltivirus program might include the addition of firewall 
J)Totection. The antivirus software and !irewall work in conjunction to form a barrier 
of protection, keeping intruders and backers from gaining access 10 personal 
infom1ation. A antivirus plognun with complete protection can protect computer users 
against becoming victims of identity thcfi. 

After the antivirus program is installed, the user will need to register the product. 
When set-up is co1aplete, the software will hegin to work instantaneously. A good 
program will car~fully monitor the computer and ultimately eliminate any viruses, 
spyware and threats that are found. Virus detection fowid on the antivirus program 
will typically be isolated at first. The user will then have the option of removing tb.e 
danger or keeping the infected file in isolation. 

It's important to note that an antiviros progra1a should spedfic111Jy infonn the 
coru;umer which operating system& are compatibl.- with th!: software. Many older 
operating sy~tems might not be compatible with the latest programs on the market. 
Typically, thi~ infomnuion is available:: for ~onsumcr knowledge before downloading: 
the antivirus software. 

11,9 NORTON ANTIVIRUS (NAV) 

Norton Antivirus is anti-malware software d.-velopetl and dislributed by Symantec 
Coq,oralion since 1991 as p3rt f1f its Norton family of cornpllter security products. 11 
ll$eS sigoatures and heuriatics to identify viCUl!el!. Other fetttutes included in it ale 
e-mail spam filtering and phi&bing protection. 

Symantec distributes the product as a download, a box copy, and as OEM software. 
Norton AntiVirus and Norton Internet Secwity, a related prodact, held a 61 % US 
retail market share for se,;urity. Competitor:s. in terms of mark.et share in this study, 
include anti virus products from CA. Trend Micro, and Kaspersky Lab. 

Norton AntiVirus runs on Mi<:toSOft Windows and macOS. Windows 7 support was in 
development for vet$ions 2006 through 2008. Version 2009 has Windows 7 supported 
update already. Versions 2010, 201 I, and 2012 all natively S\lpport Windows 7, 
without needing an update. Version 12 is the only VCl'$ion fully compatibk with Mac 
OS X Lion. With the 20 IS series w products, Symantec made changes in its portfolio 
and briefly discontinued Norton AnliVirus. Thi& action wu later reversed with the 
introduction of Norton AntiVirus Basic. 

11.9.1 Origin of Norton AnliVirus 

In May 1989, Symantec launched Symantec Antivirus for the Macintosh (SAM). 
SAM 2.0, released Marcil 1990, mcoiporated technology allowing users to ea1<ily 
update SAM to intereept and -eliminate new viruses, including many that did not exist 
at the time of the program's release. 

In August 1990 Syi=tec acquired Peter Norto:i ColllJIUling from Peter Nonon. 
Norton and his company developed varinus DOS utilities including the Norton 



Utilities, which did not include antivirus features. Symantec continued the 
development of acquired technologies. The technologies are marketed under 1he name 
of ·"Norton", wilh the taglinc "from SymantecM. Nonon's '-1'.osscd-ann pose, a 
registered lJ.S. tradematk, was traditionally featured 011 Norton product packsging. 
However, his poc!e was laler moved to the spine of !he JlllCkaging, and eventually 
dropped altogether. 

By early 1991, U.S. compu1crs were invaded by hundreds of foreign virus strains and 
corporate PC infection wa.~ hecoming a ~crious problem. S)'DlllDtec' s Norton Group 
launched Norton Anti Virus 1.0 (NAV} for PC and coropatibk cot11puten. Ads for the 
product, wilh suggested retail $129, featured Norton in bis crossed-ann pose, wearing 
a pinlc shirt alld surgical mask covering his nose and mouth. 

With the 1998 version 5.0 update, SAM was renamed Norton AntiVi.rus (NA V) for 
Macintosh. 

11.10 EXECUTION OF NORTON ANTIVIRUS 
Since a successful exploit of this issue allows malicioll8 code to execu1e in web 
clients, consider disabling support for script code and ective content within the client 
browser. Note thal Ibis mitigation tactic might adveracly affi:ct legitimate websites 
that riMy on the eitecv:tion of browser-based script code. 

11.10.1 How to Run Norton AntiVirta from the Command Prompt? 

Certain malwarc applications consume valuable re,so,urcea that critical services and 
applications need to operate. Wonns, for Cltalllple. can cause a spike in ce11mtl 
processing unit and R.Alvt usage, slowing your compmer to a ccawl. Rather than 
perform a virus s,1111 in Norton AntiVinis, which n,quiml significant available 
resources partly bcc8use of its graphical user Interface, tun a Quick Scan or Full 
System Scan from the command prompt u.siog !he Nav32.oxe Qpplication. You can 
also initiate the scan in CMD if you arc running reaource-illteosive software and do 
not want l'iorton AntiViN; to interfere or cause: ~ .PC p«fonnance. 

I. Press "Windows,E" to open File Explor«. Browse thmugh "C:\Prognun 
Files\Norton Antivirus\Engine\!X]\" where "'{X)" represents the veNiion of 
Nonon AJl&iVinls, ruch as 18.5.0.125 or 19.l.0.10. 

2. Select the address bar and then press "CU'l,C" 10 copy the folder pi,th to the 
clipboard. Pn:IIS "Windows-R" to open Run. 

3. Type "cmd:" (wilhoot lhe quotes here and ~) into the input field aod 
click "OK" IQ lallllCh Command Prompt. 

4. Type "C:tt into the conaole and pre~s "Enter" ro go todleC: dnvc. 

5. Type "cd" '11d ri,ghk:.liclc inside the console. Select "Peste" from the context 
menu and press ''Enter.~ 

6. Type "111JVW32.Clll:" and press the MSpaccbar." Tn,e ,./AM to scan all drives, "/L" 
to scan the local ~. "/BOOT" to scan the boot ~ or "'Ql,iCK" t.o 
perfonn a Quick Scan. For example, type: navw32 .exe IL 

7. Press "Enter" to perfoan the virvs scan in CMD. 
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I. _____ is a file that is sent along with an email. An email may 
contain an infected file attachment. 

2. Virus phases are the life cycle of the _____ , described by using an 
analogy to biology. 

3. When the computer virus starts working, it is called the _____ of 
virus. A virus normally runs all the time in the computer. 

4. Computer Viruses are actually just one type of ----~ self
replicating programs designed to spread itself from computer to computer. 

11.11 LET US SUM UP 

• A computer virus is a program, script, or macro designed to cause damage, steal 
personal information, modify data, send e-mail, display messages or some 
combination of these actions. 

• When the computer virus starts working, it is called the activation of virus. A 
virus normally runs all the time in the computer. 

• Computer Viruses are actually just one type of malware, self-replicating programs 
designed to spread itself from computer to computer. 

• 1983 - This was the year when the term "Virus" was coined by Frederick Cohen 
for the computer programs that are infectious as it has the tendency to replicate. 

• 2014 - Backoff: Malwarc designed to compromise Point-of-Sale (POS) systems to 
steal credit card data. 

• A viable computer vims must contain a search routine, which locates new files or 
new disks which are worthwhile ·targets for infection. 

• Virus phases are the life cycle of the computer virus, described by using an 
analogy to biology. 

• Flash drives and disks are the main cause of spreading viruses. Flash drives and 
disks are used to transfer data from one computer to other. 

• Email attachment is a file that is sent along with an email. An email may contain 
an infected file attachment. 

• Released in September 2013, CryptoLocker spread through email attachments and 
encrypted the user's files so that they could not access them. 

• MyDoom is considered to be the most damaging virus ever released. 

• Antivirus programs are designed to provide ultimate protection against potential 
hazards a person might face while browsing the Internet. 

• Norton AntiVirus is anti-malware software developed and distributed by 
Symantec Corporation since 1991 as part of its Norton family of computer 
security products. 

• Certain malware applications consume valuable resources that critical services 
and applications need to operate. 



11.12 UNIT END ACTIVITY 

Make a list of computer virus. Why should you not open email messages from 
unknown or untrusted individuals? 

11.13 KEYWORDS 

Anna Kournikova: This virus was spread by emails to the contacts m the 
compromised address book of Microsoft Outlook. 

Anlivirus Programs: These are designed to provide ultimate protection against 
potential hazards a person might face while browsing the Internet. 

Backoff: Malware designed to compromise Point-of-Sale (POS) systems to steal 
credit card data. 

CIH Virus: The release of the first version of CIH virnses developed by Chen Ing Hau 
from Taiwan. 

/LOVEYOU: The virus is capable of deleting files in JPEGs, MP2, or MP3 formats. 

Infeclion Mechanism: It is how the virus spreads or propagates. 

MyDoom: This infectious worm also called the Novang. This was developed to share 
files and permits hackers to access to infected computers. It is known as the fastest 
mailer worm. 

Norton AntiVirus: It is anti-malware software developed and distributed by Symantec 
Corporation since 199 J as part of its Norton family of computer security products. 

Payload: It is the actual body or data that perfonn the actual malicious purpose of the 
virus. 

Virus: It can steal user data, delete or modify files & documents, records keystrokes & 
web sessions of a user. 

Wabbil (Rabbit): This infectious program was de"eloped to make multiple copies of 
itself on a computer clogging the system reducing the perfom1ance of the computer. 

11.14 QUESTIONS FOR DISCUSSION 

1. What is the name of the viruses that fool a user into downloading and/or executing
them by pretending to be useful applications?

2. How do you update your anti virus program?

3. What is a computer virus? Explain the history of virus in brief.

4. What software can be used against viruses and how does it function?

5. How do you explain the activation of viru ?

6. What are the main damages caused by virus? What are the main types of computer
virus?

7. Explain the mechanism of virus and also define parts and phase of mechanism of
VITUS.

8. Explain how a virus spreads. How is virus named'!

9. What do you understand by antivirus programs? Explain Norton AntiVirus
(NAY).

10. Describe execution of Norton Anti Virus. How Jo you run Norton AntiVirus from
the command prompt?
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Check Your Progress: Model Answer 

1. Email attachment 

2. Computer virus 

3. Activation 

4. Malware 
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12.0 AIMS AND OBJECTIVES 

After studying this lesson. you should be able to: 

• Learn about computer network

• Discuss the characteristics of a computer network

• Know about communication process

• Explain communi<.:ation types

• Describe transmission media

• Explain communication channels/media

• List out the characteristics of a modem

• Learn about the types of modem
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12.1 INTRODUCTION 

A network is an arrangement in which two or more computers are connected in such a 
way, so that they are able to communicate with each other. With a network, computers 
can receive electronic mail (e-mail); send files and instant messages to each other. In a 
network, the computers are connected by network cables through which data is 
transferred in the form of signals. Today, communication between computers is not 
restricted to physical cables. Wireless networks allow computers to exchange 
infomiation • by radio signals. In this lesson, we will discuss computer network, 
characteristics of a computer network and communication process. We will also learn 
communication types, transmission media and communication channels/media. Lastly, 
we will explain modem, characteristics of a modem and types of modern. 

12.2 COMPUTER NETWORK 

A computer network is a system in which multiple computers are connected to each 
other to share information and resources. 

Figure 12.1: Computer Network 

12.2.1 Characteristics of M Computer Network 

• Share resources from one computer to another. 

• Create files and store them in one computer, access those files from the other 
computer(s) conn cted over the network. 

• Connect a printer, scanner or a fax machine to one computer within the network 
and let other computers of the network use the machines available over the 
network. 

12.3 COMMUNICATION PROCESS 

The goal of communication is to convey infonnation-and the understanding of that 
information-from one person or group to another person or group. 

Seven major elements of communication process are: (1) Sender, (2) Ideas, 
(3) Encoding, (4) Communication channel (5) Receiver, (6) Decoding and 
(7) Feedback. 

Communication may be defined as a process concerning exchange of facts or ideas 
between persons holding different positions in an organisation to achieve mutual 
hannony. The communication process is dynamic in nature rather than a static 
phenomenon. 

Communication process as such must be considered a continuous and dynamic inter
action, both affecting and being affected by many variables. 



l. Sender: The ptT:.un who intends to convey the message with the intention of 
passing information and ideas to others is known as sender or communicator. 

2. Ideas: This is the subject matter of the communication. This may be an opinion, 
attitude, feelings. views, orders or suggestions. 

3. Encoding: Since the subject matter of communication is theoretical and 
intangible, its further passing requires use of certain symbols such as words, 
actions or pictures, etc. Conversion of subject matter into these symbols is the 
process of encoding. 

4. Communication Cha11nel: The person who is interested in communicating has to 
choose a channel for sending the required information, ideas. etc. This information 
is transmitted to the receiver through certain channels which may be either formal 
or informal. 

5 Receiver: Receiver is the person who receives the message or for whom the 
message is meant for. It is the receiver who tries to understand the message in the 
best possible manner in achieving the desired objechves. 

6. Decoding: The person who receives the message or symbol from the 
communicator tries to convert the same in such a way so that he may extract its 
meaning to his complete understanding. 

7 Feedback: Feedback is the process of ensuring that the receiver has received the 
message and understood in the same sense as sender meant it. 

12.4 COMMUNICATION TYPES 

Computer networks can be classified based on interconnected computers by scale
LAN, MAN and WAN. 

Local Area Network (LAl\1 

This technology connects people and machines within a site. A Local Area Network 
(LAN) is a network that is confined to a relatively small area. Local Area Networks 
(LANs) are most often described as privately owned networks that offer reliable high 
speed communication channels optimized for connecting information processing 
equipment in a limited geographical area. 

Metropolitan Area Network (MAN) 

It may include cities or school districts. By interconnecting smaller networks within a 
large geographic area. infonnation is easily disseminated throughout the network. 

Wide Area Network (W.4NJ 

You must understand that this technology connects sites that are in diverse locations. 
Wide Area Networks (WANs) may connect larger geographic areas such as New 
Delhi, India or the world. 

12.5 TRANSMISSION MEDIA 

This section will help you understand the concept of transmission of media. You can 
define data transmission as the movement of data in the fom1 of bits among two or 
more digital devices. This transmission of data occurs through some form of 
transmission media. The transmission medium, in a data transmission system, is the 
physical path betv,cen transmitter and receiver. In case of guided media, the 
electromagnetic waves are guided along a solid medium, like copper twisted pair, 
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copper coaxial cable and optical fihre. Jn case of uoguided media, wireless 
transmission takes place via lhe a11no~phere, water, etc. 

12.S.l Guided Transmission Media 

It is important for you to note that guided transmission media or bounded media or 
wired transmission systems employ physical media, which are tangible. Also known 
as conduct<.:d systems, wired media generally employ a metallic or glass conductor 
which sctVes to conduct, some fonn of electromagnetic energy. 

&ample: Twisted pair and coaxial cable systems conduct electrical energy, 
employing a copper medium. Fibre optic systems conduct light or oplical, en~rgy, 
generally using a gla..s coaductor. 

The tenn 'bounded or guided media' refers to the fact that the signal is contained 
within an enclosed physical path. Pinally, bounded media refers lo lhe fact that some 
form of shield, cladding, end/or io~ulation is employed to bind tlie signal within the 
core medium, thereby illll'fOVUlg signal ~irength over a distance and e,tllancing the 
performance of the tmnsmission system in the process. Twisted pair (both unshielded 
and shielded), coaxial a.ad fibre optic cable systems fall into this category. 

Twisttd Pair (Copper Co1'41U:t1m1) 

As you can see in Figure 12.2, a twisted pair is a pair of CQ.PJ)ef wires, with diameters 
of 0. 4--0.8 mm, twisted together and wrapped with a plestic coating. The twisting 
incre11Ses !he electrical noise immunity, and tcduces lhe error rate of the data 
transmission. Each condu<:IOr is separately insulated by some low-smoke and fires 
retardant 5ubstance. Polye:tbyleoo, polyvinyl chloride, fluoropolymer re~in and Tenon 
are the substance• that are used for insulation purposes . 

Fiflure 12,Z: Two Wires Open Lines 

This twisting process serves to improve the perfonna.u.:e of the medium by ooniaining 
the electromagnetic field '11.'ilbin the pair. Thereby, the radiation of electromagnelic 
energy is reduced and !he Slrellgth of the signal within the wire is improved over a 
distance. Clearly, Ibis reduction of radialed energy also serves to minimise the impact 
on adjacent pairs in a muluple cablt oonfiguration. This is especially important in 
high-baodwidtb applicauons, as higher frequency signals tend to lose power more 
rapidly over di~tance. Additionally, the cadialed elix:tromagnetic field tends to be 
greater at higher frequenciDS, impacting adjacent pairs t.o ti greatef' extent. Generally 
speaking. the more twiSIS per foot, the h<:tter the performanoe of !he witc. 

These ~re popular for telt:phooo network. The energy flow is in guided media. 
Metallic wires were used almoiit e,cclusively in telecommunications networts for the 
last 80 years, unlil the development of microwave and satellite radio communications 
system~. Use of copper wire ill now a mamre technology, rugged and inexpen~ive. In 
certain applications, .::opper-<lovered steel, copper alloy, nickel- and/or gold-plated 
copper ~d even l!luminium metallic conductors are employed. The maic.imum 
transmission speed is limiled in this case. 

The copper conductor that carries analogue data can be used lo carry digital data also 
in a,90Ciation with Modem. Modem is 11 device to cOJ?verl digilal signal inlo analogue 
signal and vice versa. The data rate in !hi~ category is limited to around 28 Kbp~. The 
introduction of the lnl~ Services Digit.al Network {ISDN) led to lhe use of 



improved modulation and coding schemes and data rate up to 128 Kbps. Local Arca 
Networks (LA\"s) also use twisted p11irs. These networu also upgraded to support for 
high bit rate real lime multimedia. 

A recent development is Asymmetric Digital Subscriber Lines (ADSL) technology 
which is aimed at using two wire copper loops at data 1ates of 1.544 Mbps in the 
network lo user direction and about 600 Kbps from the use,- to network. 

The twisted pair cable may be defined in two categories based upon the shielding and 
without shielding. You will now Ullderstand lhe concept of these categories: 

• UnshieltJ~tl Twi.ued p41, (UTP): UTP as depicted in figure 12.3 is the copper 
media, inherited from telephooy, which is being used for increasingly higher data 
rates, and is rapidly becoming the de facto standard for horizontal wiring. 
Horizontal wiring ~ities lhe connection between, ll!ld including. the outlet and 
the termination in the communication closet. The horizontul is limited to a 
maximum of 90 meters. This is indepcnde111 of lhe media type so lhat th.: 
communication closet is common to all media and all applications operating over 
the media. In addition, there is ao allowance for 3 merters in the work area and 6 
meters for cross ~gin the closet for a total of'J9 met<m1. 

The recommended media and connectors for the borizootal are: 

❖ 100-ohm unshielded twisted pair· 4 pairs, 8-pin modular connector (ISDN). 

❖ I 50-ohro shielded twisted pair- 2 pairs (IBM =tor or RJ45). 

❖ .SO-ohm coax (lhin) - IEEE I OBASE2, standard BNC connector. 

❖ 62.5/125 multi-mode fibre. 

You must understand that a UT.I' cable contiuns from 2 to 4200 twisted pairs. The 
advantages of UTl' are the flexibility, !ow cost media. and can be used for either 
voice or data cororonnkation~. lts greatest disadvantase is the limited baodwidth, 
which restricts long distance b'ansrnission with low e=r ratei.. 

7 
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f/ltplft 12.J: Unshielded Twisted Pair {UTP) 

• Shielded Copper or STP: Shielded Twi~ted Pair (STP) d.iffas from UTP in that a 
metallic shield ot screen surrounds the pairs, which m,.y or may not be twisted. As 
you can see in Figun: 12.4, the pairs can be individually shielded. A single shield 
can surround a cable C()11taining multiple pairs or both techniques can be 
employed in tandem. The shield i~elf is ma.de of aluminium, steel or copper. This 
is in the fonn of a metallic foil or woven meshes and is electrically grounded. 
Although less effective, the shield sometimes is in the form of nickel and/or gold 
plating of the individual conductors. 

23, 
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Figure 12.4: Shielded Twisted Pair (STP) Configuration 

Shielded copper offers the advantage of enhanced performance for reasons of 
reduced emissions and reduction of electromagnetic interference. Reduction of 
emissions offers the advantage of maintaining the strength of the signal through 
the confinement of the electromagnetic field within the conductor. In other. words, 
signal loss is reduced. An additional benefit of this reduction of emissions is that 
high-frequency signals do not cause interference in adjacent pairs or cables. 
Immunity from interference is realized through the shielding process, which 
reflects electromagnetic noise from outside sources. such as electric motors, other 
cables and wires. and radio systems. 

Shielded twisted pair, on the other hand, has several disadvantages. Firstly, the 
raw cost of acquisition is b'Teater as the medium is more expensive to produce. 
Secondly, the cost of deployment is greater as the additional weight of the shield 
makes it more difficult to deploy. Additionally. the electrical grounding of the 
shield requires more time and effort. 

The general properties of twisted pair are as follows: 

1. Gauge: Gauge is a measure of the thickness of the conductor. The thicker the 
wire, the less the resistance. the stronger the signal over a given distance, and the 
better the perfom1ance of the medium. Thicker wires also offer the advantage of 
greater break strength. The gauge numbers are retrogressive. In other words, the 
larger is the number. the smaller is the conductor. 

2. Configuration: In a smgle pair configuration, the pair of wires is enclosed in a 
sheath or jacket, made of polyethylene, polyvinyl chloride or Teflon. Usually, 
multiple pairs arc so bundled in order to minimize deployment costs associated 
with connecting multiple devices (e.g .. electronic PBX or KTS telephone sets, 
data terminals and modems) at a single workstation. 

3. Bandwidth: The cffectiw capacity of twisted pair cable depends on several 
factors, including the gauge of the conductor, the length of the circuit and the 
spacing of the amplifiers/repeaters. One must also recognize that a high
bandwidth (high frequency) application may cause interference with other signals 
on other pairs in close proximity. 

4. Error Performance: Signal quality is always important, especially relative to data 
transmission. Twisted pair is especially susceptible to the impacts of outside 
interference, as the lightly insulated wire act as antennae and, thereby, absorbs 
such errant signals. Potential sources of Electro Magnetic Interference (EMI) 
include electric motors. radio transmissions and fluorescent light boxes. As 
transmission frequency increases, the error perfom1ance of copper degrades 
significantly with signal attenuation increasing approximately as the square root of 
frequency. 



5. Distance: Twisted pair is distance limited. As distance between network elements 
increases, attenuation (signal loss) increases and quality decreases at a given 
frequency. As bandwidth increases, the carrier frequency increases, attenuation 
becomes more of an issue, and amplifiers/repeaters must be spaced more closely. 

-~ 
6. Security: Twisted pair is inherently an insecure transmission medium. It is 

relatively simple to place physical taps on UTP. Additionally, the radiated energy 
is easily intercepted through the use of antennae or inductive coils, without the 
requirement for placement of a physical tap. 

7. Cost: The acquisition, deployment and rearrangement costs of UTP are very low, 
at least in inside wire applications. In high-capacity, long distance applications, 
such as inter-office trunking, however, the relative cost is very high, due to the 
requirements for trenching or boring, conduit placement, and splicing of large, 
multi-pair cables. Additionally, there are finite limits to the capacity and other 
performance characteristics of UTP, regardless Qf the inventiveness of 
technologists. Hence, the popularity of alternatives such as microwave and fibre- · 
optic cable. 

8. Applications: UTP's low cost including recently developed methods of improving its 
performance has increased its application in short-haul distribution systems or inside 
wire applications. CWTCnt and continuing applications include the local loop, inside 
wire and cable, and terminal-to-LAN. Generally speaking, lITP no longer is deployed 
in long haul or outside the premises transmission systems. • 

The additional cost of shielded copper limits its application to inside wire applications. 
Specifically, it is generally limited to application in high-noise environments. It also is 
deployed where high frequency signals are transmitted and there is concern about" 
either distance performance or interference with adjacent pairs. 

Example: LANs and image transmission. 

Optical Fibre 

It is important to note that the geometry of coaxial cable significantly reduces the 
various limiting effects, the maximum signal frequency, and hence the information 
rate that can be transmitted using a solid conductor. although very high, is limited. 
This is also the case for twisted lines. Optical fibre differs from both these 
transmission media in that it carries the transmitted information in the fonn of a 
fluctuating beam of light in a glass fibre rather than as an electrical signal on a wire. 
This type of transmission has become strong support for digital network owing to its 
high capacity and other factors favourable for digital communication. 

Secondary buffer cladding 

Primary buffer Glass core 

Figure 12,5: Fibre Optic Cables - Genenl Vlew 
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Fibre optic transmission systems are opto-electric in nature. In other words, a 
combination of optical and electrical electromagnetic energy is involved. The signal 
originates as an electrical signal, which is translated into an optical signal, which 
subsequently is reconverted into an electrical signal at the receiving end. Thin glass 
fibre as shown in Figure 12.5 is very clear and designed to reflect light internally for 

· efficient transmission carries light with encoded data. Plastic jacket allows fibre to 
bend (some!) without breaking. Light Emitting Diode (LED) or laser injects light into 
fibre for transmission. Light sensitive receiver at other end translates light back into 
data. 

The optical fibre consists of a number of substructures as shown in Figure 12.6. In this 
case, a core made of glass, which carries most of the light is surrounded by a cladding 
made of glass with lower refractive index. This bends the light and confines it to the 
core. The core is surrounded by a substrate layer (in some fibres) of glass, which does 
not carry light, but adds to the diameter and strength of the fibre. A primary buffer 
coating and a secondary buffer coating to provide mechanical protection cover all these. 

Glass cladding 

Figure 12.6: Glau Fibre Optic Cable, Side View and Cross Section 

The light pulse travels down the centre core of the glass fibre. Surrounding the inner 
core is a layer of glass cladding, with a slightly different refractive index. The 
cladding serves to reflect the light waves back into the inner core. Surrounding the 
cladding is a layer of protective plastic coating that seals the cable and provides 
mechanical protection. This is shown in Figure 12.6. 

Examples: 

• Fibre-optic cables are used in the telephone system, the cable TV system or the 
Internet. Fibre-optic cables are basically the strands of optically pure glass that 
carry long distances digital information. Optical cables appear to be as thin as 
human hair. 

• Optical fibres are also used in mechanical engineering inspection and medical 
inspection. 

Light propagates along the optical fibre core in one of the following ways as given 
below depending on the type and width of core material used. 

• Multimode Fibre: In the case of a multimode fibre, the core diameter is relatively 
large compared to a wavelength of light. Core diameter ranges from 50 
micrometres (µm) to 1,000 µm, compared to the wavelength of light of about 1 
µm. This means that light can propagate through the fibre in many different ray 
paths, or modes, hence the name multimode. 

Multimode fibre is less expensive to produce and inferior in performance because 
of the larger diameter of the inner core. When the light rays travel down the fibre, 



they spread out due to a phenomenon known u modal digpersion. Although 
reflected back into the inner core by the cladding, Ibey travel different distances 
and, therefore, arrive at diffurent times. Th~ received trisna,I Illus has a wider pulse 
width tban the input signal with a corresponiling dl:'1l"ea.se in the speed of 
transmission. Cowiequently, multimode fibre is relegaud to applications involving 
relatively short dislance! and lower speeds of lrailsDlission. for example, LANs 
and campus environments. 

You must keep in mind the two basic types of multimode fibres exist. The si))lplcr 
and older type is a "step index" fibre, where the index ofrefractiori (the ability of 
a material to bend light) is the same all across the core of Ille fibre. 

- - r 
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!'1gllre 12.7: Multimode St~ lndM Fibre 

❖ Step Inde.~ M11lttmode Fibre: Tbis i~ shown to you in Figure 12.7. With all 
th~e different ray paths or mode~ of propagation, different rays travel 
different diSlalllleS, and take different amounts of time io transit the length of a 
fibre. This being the case, if a shon pulse of light is injected into a fibre, the 
various rays emanatitig from that pulse will arrive at !he other end of the fibre 
at different timeii, and lhc ou1put pulse will be of longer duration than lhc 
input pulse. This pheuomenon is called "modal dispersion" (pulse spreading), 
and limits the number of pulses per second that can be transmitted down a 
fibre and still be recognisable as separare pul1e1 at the otho,,: end. This, 
therefore, limits the bit rate or bandwidth of a multi.mode fibre. For ~tep index 
fib!'ell, wherein no effort is made to compensate for modal dispersion, the 
handwidth is typically 20 to 30 MHz over a length of one kilometre of-fibre, 
expressed as "MHz - km". 

♦ Graded lndu M11ltimode Fibre: In the cai1e of a gtaded illdex multimode 
fibre, the indeK of refraction acro~s the core is gradually clwtged from a 
maximum at the centre to a minimum near the edges, hence the name graded 
index. This design takes advantage of the plu:no.menon that light travels fas1er 
in a low•index-<>f•refraction material than a high-inda material. If a short 
pulse of liilll i8 launched into the graded indeit fibre:, it may spn-ad some 
during its tl'all.9it of the fibre, but much lc:85 lhan in the csse of a 8tcp index 
fibre. Therefore, dispersion can be reduced U8illg a core material that has a 
variable refulctive index. In such mullimode glllded index fibre light is 
refracted by an increasing amount as it moves away from the core as shown in 
Figure 12.8. This has the effect of ruu:ro"i'illg lhe pulse width of the received 
signal compared with stepped index fibre, allowi!lg a corre.iponding increase 
in the speed of u-ansmission. They therefore CIUI support a much higher bit 
rate or bandwidth. 

h will be important for you 10 know typical bandwidths of g,:llded index fibrts 
range from I 00 MHz-km to well over l GHz.km. The acrual bandwidth 
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depends on bow well a particular fibre's index profile minimises modal 
dispersion, and oo the wavelength of light launched into the fibre. 

t 

I 

I\ -- !--------------------= , 

Figure 11.8: IJgllt Propagation in M11ltimode Gnded Jadex Fibre 

• MonomorfdSing1'-111oik jlb,e: This has a thinner iMCI' core. Jn this case, the core 
diameter of about 9 '1Jll is much clo~er in size to the wavelength of light being 
propagated, about I .3 µm. This limits the light transmission to a smgle ray or 
mode of light to propapte down the ~ore of the fibre as shown in Figure 12. 9. All 
the multiple-mode or rnullimode effects described above arc eliminated. However, 
one pulse-spreadi11g =banism remains. Just as in tho multimode fibres, different 
wavelengths of light travel at different speeds, causmg short pulses of light 
injected into the fibre to spread as they travel. This phenomenon is called 
"chromatic dispetsion". 

Figure U,9: Llpt Propq;a.don io Single Mode Step lndn Fibre 

It perfonns belter 1han does multimode fibre over longer distances at higher 
transmission rates. Due to reduced core diameter all the emitted light propagates 
along a single path. Co.naequently the received signal is o! a comparable width to 
the illput signal. Although more costly, monomode fibre is used to advantage in 
long hau~ and especilllly in b.igh bandwidth, applications. 

Siagle-motle fibres have the very broadest bandwidth, lowest cost and lowest 
attenuation of any available optical fibre. Therefore, they itn:, universally used in 
long-distance telepbllny and cable television applications. 

The advantages of aptii:al fibres are ai. undet: 

• Immunity to electromqnetic interference and crosstalk 

• No electrical ground loop or short circuit problems 

• Small size and light-weight 

• Large bandwidth fl)f size and weight 

• Safe m combustible areas {uo an:bing) 



• Immunity to lightning and electrical discharges 

• Longer cable runs between repeaters 

• Flexibility and high strength 

• Potential high temperatw-e operation 

• Secure against signal leakage and interference 

• No electrical hazard when cut or damaged. 

The general properties of optical fibre are as follows: 

• Configuration: Fibre optic systems consist of light sources, cables and light 
detectors, as depicted in Figure 12.10. In a simple configuration, one of each is 
used. In a more complex configuration over longer distances, many such sets of 
elements are employed. Much as is the case in other transmission systems, long 
haul optical communications involves a number of regenerative repeaters. In a 
fibre optic system, repeaters are opto-electric devices. On the incoming side of the 
repeater, a light detector receives the optical signal. converts it into an electrical 
signal, boosts it, converts it into an optical signal, and places it onto a fibre, and so 
on. There may be many such optical repeat rs in a long haul transmission system, 
although typically far fewer than would be required using other transmission 
media. 

Electrical 

•' 
Figure 12.10: Fibre Optic System 

• Bandwidth: Fibre offers by far the greatest andwidth of any transmission system, 
often in excess of 2 Gbps in long haul carrier' networks. Systems with 40 Gbps 
have been tested successfully on numerous occaaions. The theoretical capacity of 
fibre is in the terabit (Tops) range, with current monomode fibre capacity being 
expandable to that level. 

• Error Perfo,.,,,ance: Fibre being a dielectric {a non-conductor of direct electric 
current), it is not susceptible to Electro Magnetic Interference/Radio Frequency 
Interference (EMI/RFI). This also does not emit EMI/RFI. The light signal will 
suffer from attenuation, although less so than other media. Scattering of the 
optical signal, bending in the fibre cable, translation of light energy to heat, and 
splices in the cable system can cause such optical attenuation. 

• Distance: Monomode fibre optic systems are capable of transmitting signals over 
distances in excess of 325 km. Therefore, relatively few optical repeaters are 
required in a long-haul system. This will reduce costs, and eliminating points of 
potential failure. 

• Security: Fibre is intrinsically secW'C, as it is virtually impossible to place a 
physical tap without detection because no light is radiated ou · de the cable. 
Therefore, interception of signal i aim s impossible. Additionally, the fibre 
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system supports such a high volume of traffic that it is difficult to intercept and 
distinguish a single transmission from the tens of thousands of other transmissions 
that might ride the same cable system. The digital nature of most fibres, coupled 
with encryption techniques frequently are used to protect transmission from 
interception, make fibres highly secure. 

• Cost: While the acquisition, deployment, and rearrangement costs of fibre are 
relatively high, the immense bandwidth can outweigh that cost in bandwidth
intensive applications. At Gbps speeds, a single set of fibres can carry huge 
volumes of digital transmissions over longer distances than alternative systems, 
thereby lowering the transport cost per bit and cost per conversation to fractions of 
a penny per minute. 

• Applications: Applications for fibre optic transmission systems are bandwidth 
intensive. Such applications include backbone carrier networks, international 
submarine cables, backbone LANs (FDDI), interoffice trunking, computer-to
computer distribution networks (CATV and Information Superhighway) and fibre 
to the desktop (Computer Aided Design). 

12.5.2 Unguided or Wireless Transmission 

You must understand that wireless transmission systems do not make use of a physical 
conductor, or guide, to bind the signal. In this case, data are transmitted using 

1 electromagnetic waves. Therefore. they are also known as unguided or unbounded 
systems. Energy travels through the air rather than copper or glass. Hence the term 
radiated often is applied to wireless transmission. Finally. such systems employ 
electromagnetic energy in the fom1 of radio or light waves that are transmitted and 
received across space, and are referred to as airwave systems. The transmission 
systems addressed under this category include microwave, satellite and infrared. There 
are different techniques to convert the data suitable for this mode of communication. 
Conceptually similar to radio. TV, cellular phones, radio waves can travel through 
walls and through an entire building. They can travel for long distance using satellite 
communication or short distance using wireless communication. 

Use of this technology for delivery of real time applications like multimedia material 
should be treated carefully. because radio links are susceptible to fading, interference, 
random delays. etc. 

Non-real time use of this technology is likely to perform as well as current Ethernet 
LANs. 

Radio Transmission 

It is a method where data is transmitted through radio waves and energy travels 
through the air instead of copper or glass ware. Conceptually, radio, TV, cellular 
phones, etc., use radio transm1ss1on in one type or another. The radio waves will travel 
through walls and through a complete building. Relying upon the frequency, they will 
travel long distance or short distance. 

Example: Satellite relay is the one example of long distance communication. 

Therefore, you must keep in mind that each frequency range is divided into different 
bands, which has a specitk range of frequencies in the Radio Frequency (RF) 
spectrum. The RF is divided in different ranges starting from Very Low Frequencies 
(VLF) to Extremely High Frequencies (EHF). Figure 12.11 shows each band with a 
defined upper and lower frequency limit. 
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Plgure llJI: Radio FrtqlltllC)- R111111e and Type,a ofTninsmlsdon M•dia 

You must also note that two transmitters caMot ~ the same frequency band 
because of mutual interference and therefore band usage iJ regulated. Tntemational use 
of the radio spectrum is regulated by the International Telecommunication Union 
(ITU). Domestic use of the rndio spectrum is regulated by national agencies such !IS 

Wire less Planniag lllld Coordination (WPC} in India. WPC assigns each transmission 
source a band of operation, a transmitter radiation patten,, and a maximum 1t11J1smitter 
power. Omni direciiolllll or directional antennas are U5ed to broildcai;t radio waves 
depending upon band. The transceiver unit, which is COI!liisted of transmitter and 
receiver along with the anteruia, detennin~ the power o( RF signal. Other 
characteristics of !11dio waves are that in vacuum all eleccromagnedc waves or radio 
waves travel at the same speed i.e. at the speed ofligbl which is equal to 3x10• meter 
per seconds. In any medium, thi~ llJ)eed gets reduced and also becomes frt:quency 
dependent. In caAe of copper. the speed of light be<:omes approximately two thirds of 
the speed of light. 

Ex4!1Hp/e~: 

• Audi<>: AM radio w,es amplitude modulation, i.o,. AM radio is processed through 
radio waves. FM radio sends music and voi<:1! with hipr fidelity than Ml radio. 

• Telephony: Mobile phones tmn&mit II:> a local ceU Jite (tnlllSmitter/receiver) which 
leads to lhe working of mobiles in the network .area only. Its working is done 
through optic fibte or mictowave !Bdio and other netWork elemenlll. 

• Video: Television S<lllds the picture as AM and the scund as AM or FM. 

• Heatin,r: Ueiiting of objects is basiCIU!y processed by the rsdio-frcquency energy 
generau:d for il Mfotowave ovens use r.tdio waves to heat food. 

The ba.ic featw:cs of the radio waves are given below: 

• They are euy to genetate. 

• They have same velocity in vacuum. 

• They may travme Jong distances. 

• They are oltllli-ditectiOflal, 

• They can penetrate building easily so they find extensive use in commll!lication 
both indoor and outdoor. 
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• They are frequency dependent. At low frequency, they can pass through obstacles 
well but the power falls off sharply with distance from the source, as power is 
inversely proportional to cube of the distance from the source. At HF, they travel 
in straight lines and bounce off obstacles. 

Microwave Transmission 

It is essential for you to know that microwave radio, a form of radio transmission that 
uses ultra-high frequencies, developed out of experiments with radar (radio detecting 
and ranging) during the period preceding World War 11. There are several frequency 
ranges assigned to microwave systems, all of which are in the Giga Hertz (GHz) range 
and the wavelength in the millimetre range. This very short wavelength gives rise to 
the term microwave. Such high frequency signals are especially susceptible to 
attenuation and, therefore must be amplified or repeated after a particular distance. 

In order to maximise the strength of such a high frequency signal and, therefore, to 
increase the distance of transmission at acceptable levels, the radio beams are highly 
focused. The transmit antenna is centred in a concave, reflective metal dish which 
serves to focus the radio beam with maximum effect on the receiving antenna, as 
illustrated in Figure 12.12. The receiving antenna, similarly, is centred in a concave 
metal dish, which serves to collect the maximum amount of incoming signal. 

Figure 12.12: Point-to-point Microwave 

It is a point.to-point, rather than a broadcast, transmission system. Additionally, each 
antenna must be within line of sight of the next antenna. Given the curvature of the 
earth, and the obvious problems of transmitting through it, microwave hops generally 
are limited to 50 miles (80 km). If the frequencies are higher within the microwave 
band given in Table 12.1. This impact is more than lower frequencies in the same 
band. 

Table 12.1: Microwave Frequency Bands 

Frequency Bands Mnimum Antenna Separation Analogue/Digital 

4---6 GHz 32-48 Km Analogue 

10-12 GHz 16-24 Km Digital 

18~23 GHz 8-11 Km Digital 



The general propel'liei; of microwave trllnsmi!ISioo are as WJder: 

• Configuration: Microwave radio coru1istis of antennae centred within reflective 
dishes that are attached to structures such as towers or buildings. Cables connect 
the antennae to the actual transroitireceive equipment. 

• llandwidth: Microwave offers substantial bandwidth, often in excess of 6 Gbps. 

• Error Per/<1t'r,tt11t«: Microwave, especially digital microwave. performs well in 
this regard, assuming proper design. However, such high frequency radio is 
particularly su~ble to environmental io.ttrlerenc;e e.g., precipitation, haze, 
smog, and smoke. Gener:,lly speaking, however, microwave performs well in rhis 
regard. 

• Di~tance: Microwave clearly is distance l.imiled, especially at the higher 
frequencies. This limitation can be mitigated through special =ind more complex 
arrdys of anteonae incorporating spatial diversity in order to collect more si~als. 

• Security: As i! !he case with al I radio systml&, microwave: l5 inherently not 
secure. Security must be imposed through encryplian (scrambling) of the signal. 

• Cost: The acquisition, deployment and rcam.ogement costs of mictowave can be 
high. However, ii often compares very favourably with cabled systems, whicb 
require right-of-way, trenching, conduit, splicing, etc. 

• Appli<:a1to1u: Microwave <>riginally wa.~ used for long haul voice and data 
communications. Competing long distance carriers, microwave was found a most 
attractive alternative to cahled systems, due to tile speed and low cost of 
deployment wh= fuasible, however, fibre optic technology is cUITently used in 
this regzrd. Contemporary applications inci11de -private networks, interconnection 
of cellular radio awi~hes, and iis an alternative to cabled systems in consideration 
of difficult tefl'BDl. 

Satellite Communication 

You must understand that sate II itc radio, quite simply, ii. a non-terrestrial microwave: 
transmission sysiem utilising a space relay stat.i<>D, Satellites have proved invaluable in 
extending the reach of voioe, data, and video communicatiom around the globe and 
into the most remote regioos of the world. Exotic applicatioM such as the Global 
Positioning System (OPS) would have been unthink.ble without the benefit of 
satellites. 

Geosui1ion4ry S4Ullite 

It is iotportant to note that contemporary sate II ite oolllll111Ilications systems involve a 
satellite relay station that is launched into a geos«ationary, geosynd1ronous, or 
gcostatic orbit. Such satellites are called g000tlllwlllll:y satellite. Such an orbit is 
approximately 36,000 km above the e.:1uaro1 as depicted in Figure 12.J 3. At that 
altitude and in on equatorial orbital slot, the satellite revolv~ around the earth with the 
same speed as of that the speed of revolution of earth and maintains its relative 
po&ition o<-cr tM same spot of the earth'R surface. Co~ly, transmit and receive 
earth stations can be pointed reliably at the satellite for oommuniC11tions purposes. 
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Satellite 

Satellite dish Sate 11 ite dis I, 

Figure 12.13: Satellites in Geostationary Earth Orbit 

You must understand that the popularity of satellite communications has placed great 
demands on the international regulators to manage and allocate available frequencies, 
as well as the limited number of orbital slots available for satellite positioning are 
managed at national. regional and international kvds. Generally speaking, 
geostationary satellites are positioned approximately 2° apart in order to minimize 
interference from adjacent satellites using overlapping frequencies. 

Such high frequency signals arc especially susceptible to attenuation in the 
atmosphere. Therefore, in case of satellite communication two different frequencies 
are used as carrier frequencies to avoid interference between incoming and outgoing 
signals. These are given below: 

• Uplink frequency: It is the frequency accustomed transmit signal from earth 
station to satellite. Table 12.2 shows the upper of the two frequencies is employed 
for the transmission. The uplink signal will be tailored stronger and thus better 
handle atmospherical distortion. The antenna at sending side is centred during a 
concave, reflective dish that serves to focus the signal, with impact result, on the 
receiving satellite antcn'"la. The receiving antenna, similarly. is centred during a 
concave metal dish. that serves to gather the maximum quantity of incoming 
signal. 

Table 12.2: Example Uplink/Downlink Satellite •·requencies 

Frequency Band Uplink/Do~nlink Frequency Range Example 

I C-band 6GH1. ➔ <iH1 TV. \ oice. Videoconferencing 

Ku-band 14 Gl·ll, 11 Ci Hz TV. Direct Rroadca~t Satellite /DSS 

Ka-band 30 GHz 20 liHz Mobile Vc,ice 

• Downlink frequem:r: It is the frequency used to transmit the signal from satellite 
to earth station. In other words. the downlink transmission is focused on a 
particular footprint or area of coverage. The lower frequency, used for the 
downlink. can better penetrate the earth ·s atmosphere and electromagnetic field, 
which can act to bend the incoming signal much as light bends when entering a 
pool of water. 

• Broadcast: The wide footprint of a satellite radio system allows a signal to be 
broadcast over a wide area. Thereby any number (theoretically an infinite number) 
of terrestrial antennae can receive the signal, more or kss simultaneously. In this 
manner. satellites can :.crvc a point-to-multipoint network requirement through a 
single uplink station and multiple downlink stations. 

Recently, satellites have been developed which can serve a mesh network 
requirement. wh rcby each terrestrial site can communicate directly with any 



other site. Previously, all such communications were required to travel through a 
centralised site, known as a head end. Such a mesh network, of course, imposes an 
additional level of difficulty on the network in terms of management of the flow 
and direction of traffic. 

The general properties of satellite communication arc discussed below: 

• Configuration: Satellite communication systems consist of antennae and 
reflective dishes, much as in terrestrial microwave. The dish serves to focus the 
signal from a transmitting antenna to a receiving antenna. The send/receive dishes 
that make up the earth segment are of varying sizes, depending on power levels 
and frequency bands. They generally are mounted on a tripod or other type of 
brace, which is anchored to the earth, pad or roof, or attached to a structure such 
as building. Cables connect the antennae to the actual transmit/receive equipment. 
The terrestrial antennae support a single frequency band. 

It is important to note that the higher the frequency bands the smaller the possibk 
size of the dish. Therefore, while C-band TV dishes tend to be rather large, Ku
band DBS (Direct Broadcast Satellite) TV dishes tend to be very small. The space 
segment dishes are mounted on a satellite, of course. The satellite can support 
multiple transmit/receive dishes, depending on the various frequencies, which it 
employs to support various applications, and depending on whether it covers an 
entire footprint or divides the footprint into smaller areas of coverage through the 
use of more tightly focused spot beams. Satell ite repeaters are in the form of 
number of transponders. The transponders accept the weak incoming signals. 
boost them, shift from the uplink to the downlink frequencies, and transmit the 
information to the earth stations. 

• Bandwidth: Satellites can support multiple transponders and, therefore. 
substantial bandwidth, with each transponder generally providing increments 111 

bandwidth. 

• Error Performance: Satellite transm1ss10n is susceptible to environmental 
interference, particularly at frequencies above 20 GHz. Sunspots and other types 
of electromagnetic interference affect sateHite and microwave transmission. 
Additionally. some satellite frequency bands, for example, C-band needs careful 
frequency management. As a result of these factors, satellite transmission often 
requires rather extensive error detection and correction capabilities. 

• Distance: Satellite is not considered to be distance limited as the signal largely 
travels through the vacuum of space. Further each signal travels approximately 
36,000 km in each direction. 

• Propagatio11 Delay: Geostationary satellites, by virtue of their high orbital 
altitude, impose rather significant propagation delay on the signal. Hence, highly 
interactive voice. data, and video applications are not effectively supported via 
two-way satellite communications. 

• Security: As is the case with all microwave and other radio systems, satellite 
transmission is inherently not secure. Satellite transmission is especially 
vulnerable to interception, as the signal is broaJ1.:ast over the entire area of the 
footprint. Therefore, the unauthorized user must know only the satellite and 
associated frequency range being employed. Security must be imposed through 
encryption ( scrambling) of the signal. 

• Cost: The acquisition, deployment, and rearrangement costs of the space segment 
of satellite systems can be quite high in se,eral millions dollars. However, the 
satellite can be shared by a large number of users. with each user perhaps 
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connecting a 1111:ge number of sites. Consequently, satellite networks often 
compare very faV1>llnlbly with cabled systems or microwave systems for many 
point-to-multipoint applitarioa.s. 

• Applk adons, Satellite applications are many and in=ing rapidly ~s the 
traditionol voice and data services have been augmented. Traditional intemation~I 
voice and data service.s baV\: been supplanted to a considerable extent hy 
submarine fibre optic oahk sy111eru. 

Traditionally, you may say applications include international voice and data, remote 
voice and data, televuion ind radio hroadcast, maritime navigation, 
videoconferencing, iovent.ory management and control through VSATs, disaster 
recovery and paging. More recent and emerging applications include air navigation, 
Global Positioning Syslt!m!I {OPS). mobile volce and data because of Low Earth Orhit 
Satellites (LEOs}, Advanced Traffic Management Systems (ATMS), Direct Broadcast 
Satellite (DFIS) TV, lotllgrated Digital Services Network {ISDN), interactive 
television and interactive uudtimedia. 

Infrared Transmission: U,ln Jn,111 a L11.11er 

Infrared light transmissions have e;isted for many years and their use having been 
limited to TV remote control& and wirelesa slide projector m:oote controls. However, 
they now are asswning a position of some, if still limited, iatportance. Infrared 
systems use the infrared light .spectrum to send a focused light beam to a re<:eiver, 
much, as would a mu:rowave S)'lltelll, although no reflective dfah is used. Rather, pair 
of lenses is. used, with a focused lens employed i.n the trarumitting device an<l a 
collective lens in the recei-wiog ckvice as shov..n in Figore 12.14. Infrared is an 
aitwave, rather than a cond1Jcted ttll1lStllission system. Altho1J8b generally used in 
short-haul ITil11Smission, Ibey do offer substantial bandwidth. but with risl<s of 
interference. 

Shield HoUR1ng 

Figo..-e 12,14: l afnrtd Transmission System 

You may already be aware oflhe advantages that include rapid deployment, especially 
as there are no licensins ~uiremcmlS as typically is the case with microwove. 
Additionally, in frared offin fairly subswitial handwidth at relatively low cost. 
How~ver, infrared ~-ystems require line-of-sight and suffer from environmental 
interference, as do microwave systems. Error perfornwwe is also satisfactory. 
Additionally, infrared is distaa<:e limited. However, infrared often i$ an attractive 
alternative to leased line8 or private cabled systems for building-to-building 
connectivity in a campus environment. Infrared tral'ISIIJission also is used in certain 
wireless LAN systems and is incorporated into some PDAs (Pen;onal Digital 
Assistant.a). 

The fibre optic communicatioo enables us to use cnhmced bandwidth. The 
Wavelength-Division Mulliplc,xmg (WDM) technology is used in fibre optic 



communication to multiplex multiple optical carrier signals on a single optical fibre by 
using different wavelengths of laser light to carry different signals. 

12.6 COMMUNICATION CHANNELS/MEDIA 

Communication media are the physical channels through which information is 
transmitted between computers in a network. Media may be classified as bounded 
(i.e., wires, cables and optical fibres) or unbounded (i.e., ether or airwaves through 
which radio, Transmitted data can move along simplex, half-duplex or full-duplex 
lines depending on the needs and protocols involved. 

12.6.1 Bound Media 

Twisted-pair of wires are inexpensive media used in voice grade telephone lines. They 
are used for low speed transmission of signals of the order of 1200 bps. Coaxial cables 
can be used for high-speed data transmission over distance of several kms. Coaxial 
cables have wide bandwidth of the order of 400 MHz. They may be used in LAN at 
transmission rates of about 1 Mega bps. Fibre Optics cables are glass fibres that 
provide high quality transmission of signals at very high speeds of nearly 1000 
Megabits per second (Mbps) for distances up to 25 miles. 

12.6.2 Unbound Media 

Radio wave in the Very High Frequency band (VHF) at about 300 MHz is used for 
communication between computers in inaccessible locations or for short-range 
communications. Micro-waves are used for wide bandwidth line-of-sight 
communication. Rates of transmission up to 20 Giga bps are possible with this media. 
Communication satellite acts as microwave relay station is the sky. Transponders on 
the satellite are used to receive, amplify and retransmit signals sent from an earth 
station. The main advantage of satellite is its wide coverage of a large area and thus it 
may be used from inaccessible location. A transponder has a very large capacity and 
can handle about 400 channels, each channel having 64 kbps speed. 

12.7 MODEM 

A MODEM is a MOdulation-DEModu)ation device that converts the discrete stream 
of digital "on-off' electric pulses used by computers into the analog wave patterns 
used for transmission of the human voice. Demodulator (recovers) the digital data 
from the transmitted signal. A special type of MODEM called an acoustic coupler is 
often used in libraries and information units with portable machines, but internal and 
external direct-connect MODEMs are generally used at pennanent stations. 

12.7.1 Characteristics of a Modem 

The characteristics of a modem are as follows: 

Speed 

The speed at which the modem can send data in bps (bits per second). Typically 
modem speeds are: 300,600, 1200, 2400, 4800, 9600, 14.4K. 19.2K, 28.8K bps 

Auto Dial /Redial 

Smart Modems can dial the phone number and auto redial if a busy signal is received. 

Auto Answer 

Most modems can automatically answer the phone when an incoming call comes in. 
They have Ring Detect capability. 
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Self-testing 

New modems have self-testing features. They can test the digital connection J<J the 
terminal/computer and the analog connection to a remote modem. They can also check 
the modem's internal electronics. 

Voice Over Data 

Voice over data modems allows a voice conversation to take place while data is being 
transmitted. This requires both the source and destination modems to have this feature. 

Synchronous or Asynchronous Transmission 

Newer modems allow a choice of synchronous or asynchronous transmission of data. 
Normally, modem transmission is asynchronous. We send individual characters with 
just start and stop bits. Synchronous transmission or packet transmission is used in 
specific applications. 

12.7.2 Types of Modem 

Modems can be of several types and they can be categorized in a number of ways. 

Categorization is usually based on the following basic modem features: 

l . Directional capacity: half duplex modem and fu II duplex modem. 

2. Connection to the line: 2-wire modem and 4-wire modem. 

3. Transmission mode: asynchrono\18 modem and synchronous modem. 

Half Duplex Modem 

• A half-duplex modem permits transmission in one direction at a time. 

• If a carrier is detected on the line by the modern, it gives an indication of the 
incoming carrier to the DTE through a control signal of its digital interface. 

• As long as they camel IS being received; the modem does not give permission to 
the DTE to transmit data. 
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Figure 12.15: Half Duplex Modem and Full Duplex Modem 

Full Duplex Modem 

• A full duplex modem allows simultaneous transmission in both directions. 

• Therefore, there are two carriers on the line, one outgoing and the other incoming. 

• The line interface of the modem can have a 2-wire or a 4-wire connection to 
transmission medium. 

• In a 4-wire connection, one pair of wires is used for the outgoing carrier and the 
other pair is used for incoming carrier. 



• full duplex and half duplex modes of d~ta tn1n.9m.ission are possible on a 4-wire 
connection. 

• As the physical transmission path for each direction is separate, the same car(icr 
frequency can be used for both the directions. 

Z-Wire Mndem 

• 2-wire modems use the same pair of wires for outgoing and incoming carriers. 

• A leased 2-wirecoarlection is usually cheaper than • +wire connection as ooly 
one pair of wires is extended to the subscriber' s premises. 

• The data connection established through telephone i::xchange is also a 2-wire 
CoI1J1ec1ion. 

• In 2-wirc modems, half duplex mo<lcof<ransmi.ssion tblU uses the same frequency 
for the incoming &od outgoiog carriers can be easily implemented. 

• For full duplex mode of operation, it is nec.:ssary to have two transmission 
channels, ooe for tran.~mit direction and the other for ~ive direction. 

• This is achieved by fu:quency divi~ion multiplexing of two different earner 
frequencies. These carriers are placed within the bandwidth of the spetX;h chaMel. 

, ...... -
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Asyncllrono11s & Syncllronous ,\fodems 

AsynchronOUJ Modem 

Ot'E 

DTE 

• Asynchronou.~ modems can handle data bytet1 with lltart and stop hiu. 

247 
(.:QIT\11HUU"¥tiOO and(! 



248 
Introduction to Computets & 
Information Technology 

• There is no separate timing signal or clock between the modem and the DTE. 

• The internal timing pulses are synchronized repeatedly to the leading edge of the 
start pulse. 

7 
~bit Stcpbit 

Data-~---

Figure 12.18: Asynchronous Modem 

Synchronous Modem 

t.«:>DEM 1o11.:i---•; 

• Synchronous modems can handle a continuous stream of data bits but requires a 
clock signal. 

• The data bits are always synchronized to the clock signal. 

• There are separate clocks for the data bits being transmitted and received. 

• For synchronous transmission of data bits, the DTE can use its· internal clock and 
supply the same tn the modem. 

LJ 
~clod 

Figure 12.19: Synchronous Modem 

Modulation Techniqlles 11setlfor Modem 

The basic modulation techniques used by a modem to convert digital data to analog 
signals are: 

• Amplitude Shift Keying (ASK) 

• Frequency Shift Keying (FSK) 

• Phase Shift Keying (PSK) 

• Differential PSK (DPSK) 

These techniques are known as the binary Continuous Wave (CW) modulation. 

Modems are always used in pairs. Any system whether simplex, half duplex or full 
duplex requires a modem at the transmitting as well as the receiving end. 



Thus a modem acts as the electronic bridge between two worlds - the world of purely 
digital signals and the established analog world. 

Ch(•ck Your Proorcss 

Fill in the blanks: 

l. ____ share resources from one computer to another.

2. In case of ___ � the electromagnetic waves are guided along a solid
medium, like copper twisted pair, copper coaxial cable and optical fibre.

3. A LAN is a form of local (limited distance), shared ____ for
computer communications.

4. The
___ ___, in a data transmission system, is the phys.cal path 

between transmitter and receiver. 

12.8 LET US SUM UP 

• A computer network is a system in which multiple computers are connected to
each other to share information and resources.

• Seven major elements of communication process are: (1) Sender, (2) Ideas,
(3) Encoding, (4) Communication channel, (S) Receiver, (6) Decoding and
(7) Feedback.

• Feedback is the process of ensuring that the receiver has received the message and
understood in the same sense as sender meant it.

• Computer networks can be classified based on interconnected computers by scale
LAN, MAN and WAN.

• A LAN is a form of local (limited distance), shared packet network for computer
communications.

• The transmission medium, in a data transmission system, is the physical path
between transmitter and receiver. In case of guided media. the electromagnetic
waves are guided along a solid medium, like copper twisted pair, copper coaxial
cable and optical fibre.

• It is important for you to note that guided transmission media or bounded media or
wired transmission systems employ physical media, which are tangible.

• You must understand that wireless transmission systems do not make use of a
physical conductor, or guide, to bind the signal. In this case, data are transmitted
using electromagnetic waves. Therefore, they are also known as unguided or
unbounded systems.

• A MODEM is a MOdulation-DEModulation device that converts the discrete
stream of digital .. on-off' electric pulses used by computers into the analog wave
patterns used for transmission of the human voice.

• The characteristics of a modem are as follows: speed. auto dial/redial, auto
answer, self-testing, voice over data and synchronous or asynchronous
transmission.

12.9 UNIT END ACTIVITY 

Elaborate the characteristics of guided and unguided wirele s transmission media. 
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12.10 KEYWORDS 

Computer Network: Jt i.~ a sy8tem in which multiple computers are coMected to each 
other to share inf<1nnalion and resources. 

Tumsmission Medium: In a data trnnsmission system, the physical path is between 
uans111itter and receiver. 

MODEM: It is a MOdulation-DEModulali<lll device that roo.verts the discrete stream 
of digital "on-off" electric pulses used by computers into the analog wave patterns 
used for transmission of the human voice. 

Guided Medi": It is the lmltimission media, in which signals are confined lo a specific 
path using wire or cable. 

12.11 QL'ESTIONS FOR DISCUSSION 

J. What do you undetBtand by computer network'? 

2 . Describe the clui~teristics of a computer network. 

3. What are the seven major elements of communication ~ess? 

4. Explain main communicatioo types in detail. 

5. What are the characteristics oftransmi&sion technology and LAN topology'! 

6. What do you understand by guided transmission media? 

7. Describe the general propelties of twisted pair. 

8. What is the unguided or wireless transmission·/ DisC'USS the features <1f the radio 
wa\'es. 

9. Explain communication cbmnel&/me<tia. Differentiate bound media and unbound 
media. 

10. What are the characleristic.s of a modem'? .Explain the typeS of modem in detail. 

Ch~ k Your Progresa: Model Answer 

I. Computer Network 

2 Guided media 

3. Packet network 

4. Traru;mission medium 
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13.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Define network

• Learn about Internet vs. Intranet

• Describe various network topologies
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• Know about the types of 001111ectivity 

• Explain various network communication devices 

13.1 lNTRODUCTION 

Jnfonnation transfer between people situated on different sites on a real lime basis is 
an age-oltl requirement, During 1he last many years, people have used different ways 
lo communicate with each odler using humans and even pigc,ol!S as messengers. Tn the 
nineteenth century, telepbotte, the first communication device was developed which is 
the most common conummicatio;n device even today. 

In the 1960s, it was decided to develop computer network fur the purpose of fast and 
real time data transfer for S1:ient.ific research tlata, wht:re data was in a very large 
quantity. The first metul network, ARPAXET, was commissioned in the late 1960s. 
Sioce then, networking technology ha~ been evolving continuously at a very rapid 
pace. 

In thi'I lesson, we will itudy the various network technique,,, equipment u~d in 
networking aml the van~ !Opologie~ u:sei.l in m:twori( connections. We will also 
cover up different types of network and connectivity of in computer network. 

13.2 DEFINITION OF NET\VORK 
A group of computers .and associated peripheral devices connected by a 
commwiication channel, ~ able of sharing files and other r<:30\ll'Ces between several 
users is known as ne!WO!t. A network can rangt from a peef to peer network 
coMecting a small nun,bea- of users in an office to LAN OOllllectin& many users over 
pennaneotly installed jlables aod dial up lines to a Metropolitan Area Network (MAN) 
or W Al\ connecting users on several different iu:tworb spread over a wide 
geographic area. 

13.2.1 Objectives ofNetwo'l'klng 

Nctworlcing provi<les us wilh the facility to share dislallt resources such as datahase, 
processor or software. It provides high reliability by balling alternate resourct:s for 
providing distribution o f p~g so that load ~haring can be achieved. 

NetWorks are u.~ed to save rno:tle)' bees~ using a netwol'k: of computers is cheaper 
than using a single mainhme, which costs several 1imc9 more. A roainfo.une can be 
I 00 times faster than a penonaJ computer but the cost of mainframe can be thousand 
limes more than that. Networking al~ provides cheaper expeondubility in terms of 
co1111ecting new machines in a network; if we require more nodes, we can attach a new 
machine very .:asily Ill any point of a network communication medium. It providCIS 
such a communication medium that persons sitting at geographic111!y separate 
locations can exchange mfmmation, very casily. 

13.2.2 Networking Coa,Jderatlons 

Cost 

Cost of the 11etworlc involves inslal.la.tion of hardware and software facilities. The 
hardware includes the ooq,atets, peripherals, conununicati.O!I mcdiwn, etc., and 
software includes opet'lding system and network environment. Software also provides 
network constructs and .rulea (protocolt). 



lr11ining 

Begiru1en. are first supposed to receive training ooveriilg basic computer operatiunB 
and ncrwork facility and usage. 'fhis ,mould be followed by tnlining, covering the 
application,s and procedures they use in their jobs and how the network supports their 
worl<.. 

Ht>usekuping Opel'tlltioM 

Housekeeping operations have to be perfonned for a network to manage resources 
properly and with better efficiency. 

Rourine Daily Ttub 

• Clet111ing up the file seiver bard disk drive. 

• Installing software upgnides. 

• Making baclc-ups. 

• Restoring damaged or lost files. 

• Monitoring tnlffu:. 

• Collecting accOW'.lting data. 

• Generating repona for mimagcment 

I Routine Weekly T11.•la 

• Monitoring and evaluating network performance. 

• Managing and documenting th~ network configuntioo. 

• Exploring and appraising new hardware and software ICClmology. 

Security 

• Being a multiUM:r $)'Stem, security mainteoance is a ~e5Sl!l'Y lal!k. 

13.2.3 Advantages of .Setwork Applications 

Networks may prove to be very effe,;tive in tho= RCea of elec:troni.c-mail. Remote 
databases can be accessed very easily and quickly, e.g., itecl inventory in plants and 
warehouses of Stul Authority of India Ltd. (SAJL). Financial lfllnsactions can be 
done through the network e.g., Electronic FWld 'l'raosfer (EFT) in global banks. 
Network is also used very effective\)' in the areas of device sharing, e.g., hard disks, 
printeM;, scenners. etc .. and can also be of vital help at homes by providing stock 
market figures, ~u ditta, educational mnterial, ere. The use~ of ll network can 
also read a 1~ or some important nc\l:s by ClllllleCting the home television to 
some network. NetWorks provide an effective rool for "-O!Dttlllllicating through the use 
of e-rnail and other work group software. Messages can be scot inatantaneolL~ly 
throughout the netwotk, work plans can be updated us changes occur and meetings 
can be scheduled. Use of worlc group 1JOftware n:duces tho need for face-to-face 
meeting and other iim~ng n1edtods of dilltributing information. It allows 
increitsed interaction among workers from their workstations. Networking can also 
enhance the effect of cotnmW1ica1ioo, as poop!~ tend to p11t n1ore thought into written 
communication than u:ito informal conversation. 

13.3 INTERNET VS. INTRANET 

In this lesson, we will see what is lntcmc1 and lnttanei, as w-,11 II.Ii discuss tb1: 
similarities and differences between the two. 
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13.3.1 Internet 

It is a worldwide/global system of interconnected computer networks. It uses the 
standard Internet Protocol (TCP/IP). Every computer in Internet is identified by a 
unique IP address. IP Address is a unique set of numbers (such as 110.22.33.114) 
which identifies a computer's location. 

A special computer DNS (Domain Name Server) is used to provide a name ·to the IP 
Address so that the user can locate a computer by a name. 

Figure 13.1: Internet Connected with Computer 

Internet is accessible to every user all over the world. 

13.3.2 Intranet 

Intranet is the system in which multiple PCs are connected to each other. PCs in 
intranet are not available to the world outside the intranet. Usually each organization 
has its own Intranet network and members/employees of that organization can access 
the computers in their intranet. 

Figure 13.2: Intranet 

Intranet is also identified by an lP Address which is unique among the computers in 
that Intranet. 



13.3.3 Similarities between Internet and Intranet 

• Intranet uses the internet protocols such as TCP/IP and FTP. 

• Intranet sites are accessible via the web browser m a similar way as websites in 
the internet. However, only members of Intranet network can access intranet 
hosted sites. 

• In Intranet, own instant messengers can be used as similar to yahoo 
messenger/gtalk over the internet. 

13.3.4 Differences between Internet and Intranet 

• Internet is general to PCs all over the world whereas Intranet is specific to few 
PCs. 

• Internet provides a wider and better access to websites to a large population. 
whereas Intranet is restricted. 

• Internet is not as safe as Intranet. Intranet can be safely privatized as per the need. 

13.4 TYPES OF NETWORK 

Used for everything from accessing the internet or printing a document to 

downloading an attachment from an email, networks are the backbone of business 
today. They can refer to a small handful of devices within a single room to millions of 
devices spread across the entire globe. and can be defined based on purpose and/or 
size. In this section, we will the types of networks in use today, and what they are used 
for. 

Personal Area Network 

A personal area net\vork or PAN, is a computer network organized around an 
individual person within a single building. This could be inside a small office or 
residence. A typical PAN would include one or more computers, telephones, 
peripheral devices. video game consoles and other pen,onal entertainment devices. 

If multiple individuals use the same network within a residence, the network is 
sometimes referred to as a home area network, or HAN. In a very typical setup, a 
residence will ha\.e a single wired Internet connection connected to a modem. This 
modem then pro,;ides both wired and wireless connections for multiple devices. The 
net\\lork is typically managed from a single computer but can be accessed from any 
device. 

Peer-to-Peer Network 

These net\\lorks are used for a small range of computers. In this net\vork, all machines 
have their own resources and can also have sharahle resoun.:es for other machines. It 
means that the resources of machines available for the network are controlled by 
different computers. so we can call it a net\\lork of decentralized resources. This type 
of network can be developed very easily using Window~• 95. 

Local Area Network (LAN) 

LAN is a group of computers and associated peripheral devices connected by a 
communication channel. capable of sharing files and other resources bet\\leen several 
users. Using LAN. we can get high speed connections among computers but have to 
sacrifice the ability to cover large distances. 

Example: Net\.vork in an organization. building . schools or campus can be a LAN. 
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A LAN is a fo•m of local (limited distance), shared packet network for computer 
conunW1icalions. lANs intere1:)Unecr computers and peripherals over a common 
medium in order that users might shan: access to host computers, da1abases, files, 
application, and peripherals. They can also provide a ro1111Cction to other networks 
either through a computer, which is attached to both netwoJts, or through a dedicated 
device called a gateway. 

The components used by LANs can be divided into cablinll standards, hardware, and 
protocols. Various LAN protocols are Ethernet, Token Ring: TCP/IP, SMB, NetBIOS 
and NetBeui, ll' X/SPX, Di.uributed Fiber Data Interchange (FDDI) and Asynchronous 
Transfer Mode (ATM). 

l:themct Ring Network 

Flpre 13.3: Lorlll. Area Network 

Briefly, based on size, transmis.sion technology and topology LA. "I is characterised as 
below: 

• Size: LA', has umally a span of not more than a few kilometres. 

• Transmis!fion tech11.ology: LAN uses a shared cable running al speeds of IO lo 
I 00 Mhpi (and even higher), witb delay of lens of microseconds and few errors. 

• TopokJgy: lt may have topologies as bus (e.g., Ethernet), ring (e.g., IBM token 
ring), elC. 

• Allocation of the sf111nd channel: Each computer is statically allocated a time 
slol to transmi1, and ge\8 its tum by round robin. To avoid waiting tim~ in case of 
$ll idle computer, dynamic allocation of time is done where each computer is 
dynamically allocated a time slot on demand. 

J .AN can operate between IO mbp6 (mega bit per second) to 2gbps. Due to the shorter 
area coverage, the .LAN off'(S'll lower delays than WAN and MAN; delays on a LA., 
can be c.<1lculated in millisecx,nds. For the communication purpose, usually computers 
on LAN have a nerworlt interfue device that connect~ !he machine directly 10 the 
nelwork medium. 

The main features of LAN are: 

• A common communication medium over which all user tenninals can share 
information. programs and hardware devices. 

• A high tr4nsmission rate intended 10 accommodate !he need;; of both users and 
equipment 

• A low error rate in data tramfer. 

Adwwages 

• Provides a cosl-effectivc multiuser computer environment. 

• Easy phy~ca! connection of devices to the media. 



• Network data transmission rates are independent of the rates used by the attached 
devices, making it easier for device of one speed to send information to device 
operating at another speed. 

• It provides data integrity. 

Metropolitan Area Network (MAN) 

MAN is a public, high speed network, operating at 100 mbps or faster, capable of 
voice and data transmission over a distance of up to 50 Kms. A MAN is smaller than a 
WAN but larger than a LAN. The metropolitan area network standards are sponsored 
by IEEE (Institution of Electrical and Electronic Engineers), AT&T (American 
Telegraphy and Telephony) and The Regional Bell Operating Companies (RBOCs). 
IEEE 802.6 set of standards are dedicated to MAN. 

A MAN is designed with two unidirectional buses, each bus is independent of the 
other in the transfer of traffic. The topology can be designed as an open bus or a 
closed bus configuration. MAN may cover an e tire city. It may also utilize the Cable 
Television Networks (CA TV) to connect computers together. 

Example: Local libraries and government agencies often use a MAN to connect to 
citizens and industries. 

It may also connect LANs together within a greater area than a LAN. The 
geographical limit of a MAN may span a city. As you can see in Figure 13.4, it depicts 
how a MAN may be available within a city. 

Ethernet 

Router 

~ 
L 

( Telephone 
Exchange 

~ 

) 

Figure 13.4: Metropolitan Area Network 

Ring Network 

In MAN, different LANs are connected through a local telephone exchange using one 
or two cables but not switching elements. Some of the widely used protocols for MAN 
are RS""232, X.25, Frame Relay, Asynchronous Transfer Mode (ATM), ISDN 
(Integrated Services Digital Network), OC""3 lines (155 Mbps), ADSL 
(Asymmetrical Digital Subscriber Line) etc. These protocols are quite different from 
those used for LANs. 

Wide Area Network (WAN) 

A network that connects users across larger distances, often crossing the geographical 
boundaries of cities, states or countries is known as Wide Area Network. WANs 
normally use public telephone network and satellite links for data transmission. Data 
transmission rates are below l mbps (megabits per second) for WAN. It is normally 
owned by muhiple organizations. The transmission time is more for WAN because of 
longer distances and different transmission mediums used. 
WANs have the following advantages: 

• They tend to enhance reliability. 

• They are used for remote data collection. 

• They allow work groups to be spread across geographical boundaries. 
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Example: The main example of WAN network system in our daily life is telecom 
system. Also, Internet is a good example of a WAN. 

WAN has no geographical limits. Dedicated transoceanic cabling or satellite up links 
may be used to connect this type of network. Hence, a WAN may be defined as a data 
communications network that covers a relatively broad geographic area to connect 
LANs together between different cities with the help of transmission facilities 
provided by common carriers, such as telephone companies. 

A WAN involves many cables or telephone lines, each one connecting a pair of 
routers. When a packet is transmitted from one router to another, it is received at each 
intermediate router in its entirety, stored there until the required output line is free, and 
then forwarded. A network using this principle is referred to as point-to-point, store
and-forward or packet-switched subnet. 

Figure 13 .S illustrates the system of WAN, which connects many LANs together. It 
also uses switching technology offered by local exchange and long distance carrier. 

Ethernet Ring Network 

Figure 13.5: Wide Area Network 

Packet switching technologies are used to implement WAN along with statistical 
multiplexing to enable devices to share these circuits. 

Examples of Packet switching technologies include Asynchronous Tra."lsfer Mode 
(ATM), Frame Relay, Switched Multimegabit Data Service (SMDS) and X25. 

A WAN has host computers for running user programs and they are connected to 
subnet, whose job is to cany messages from host to host. The subnet has transmission 
lines (circuits. channels or trunks) that move bits between hosts to host. Routers as 
switching elements are used to connect two or more transmission Lines. 

You must observe the difference between MAN and WAN may be understood only 
from the services being used by them. WAN uses both the local and long distance 
carrier while MAN uses only a local carrier. Hardware and protocols are same as in 
caseofMAN. 

The answer to the confusion between LAN and WAN technologies lies in how data is 
switched. It is the integration of LAN/and WAN integration that makes the network 
work. After all. people and machines not only need to be accessible locally, but from 
different sites as well. 

Private Networfcs 

One of the benefits of networks like PAN and LAN is that they can be kept entirely 
private by restricting some communications to the connections within the network. 
This means that those communications never go over the Internet. 



Storage Area Network 

A type of network that specializes in files sharing and other matters in storing various 
software within a group of computers. 

Enterprise Private Network 

This is a software network that's often used in businesses so that they can have 
privacy over files and interactions between computers. 

Virtual Private Network 

This software is capable of setting up a network where everyone registered in the 
network using a credential will be able to access each other through other registered 
computers. 

System Area Network 

This term is fairly new within the past two decades. It is used to explain a relatively 
local network that is designed to provide high-speed connection in server-to-server 
applications (cluster environments), storage area networks (called "SANs" as well) 
and processor-to-processor applications. The computers connected on a SAN operate 
as a single system at very high speeds. 

Passive Optical Local Area Network (POLAN) 

As an alternative to traditional switch-based Ethernet LANs, POLAN technology can 
be integrated into structured cabling to overcome concerns about supporting 
traditional Ethernet protocols and network applications such as PoE (Power over 
Ethernet). A point-to-multipoint LAN architecture. POLAN uses optical splitters to 
split an optical signal from one strand of single mode optical fiber into multiple 
signals to serve users and devices. 

Enterprise Private Network (EPN) 

These types of networks are built and owned by businesses that want to securely 
connect its various locations to share computer resources. 

13.4.1 Homogeneous and Heterogeneous Networks 

Homogeneous Network 

A network that consists of only one type of workstation. server, operating system and 
network interface card is known as a homogenous network. 

It uses a standard network interface card that plugs into a personal computer or server 
and works with the network. All nodes use the same protocol and the same control 
procedures in this type of network. 

Heterogeneous Network 

A network that consists of workstations, servers, network interface cards, operating 
systems and applications from many different vendors, all working together as a single 
unit is known as Heterogeneous network. These networks may also use different 
media and different protocols over different network links. 

13.5 TOPOLOGY 

Network topology can be defined as the way of physical interconnection between 
computers to form a computer network. Computers are connected to each other 
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through some interconnection medium known as communication medium. Some 
important network topologies are discussed below: 

13.5.1 Star Topology 

In star configuration, a central controller provides the hardware/software resources 
and interface required for connecting different computers in the network. The 
individual computers are not linked directly to each other and can communicate only 
via the central controlling computer. 

Figure 13.6: Star Topology 

The disadvantage of such a configuration is that there are a lot of cables and interfaces 
which are probably never used at the same time. This topology is not reliable because 
if the central computer crashes, then there is no way for other computers to 
communicate with each other and the complete network becomes inoperative. 
Connecting a new computer in this topology is very difficult because the central 
computer should have a communication port available. We can't install new hardware 
in star topology if the communication port cannot be installed on central computer. 

13.5.2 Ring Topology 

Ring configuration is a collection of individual point-to-point links that happen to 
fonn a circle. The computers are connected through these links. Control of the 
network is exercised by all connected computers by following common protocols, 
known as ring protocols. Ring network is not a broadcast network. The data from the 
sender station is propagated to its intended receiver station through the intermediate 
stations in the ring network path. Each station monitors the communication link and 
accepts the packets addressed to it only. 

------

Figure 13.7: Ring Topology 

Connection of new station in a ring is easy because it needs only two cables to get 
connected to its preceding and succeeding neighbour in the ring. 



The major disadvantage of this configuration is that in the event of a collapse of one 
point-to-point link in the ring or one station, the whole network collapses. Ring 
maintenance and fault diagnosis is a little more complicated than in star topology 
because of the collapse of the entire network, if one station fails. 

13.S.3 Bus Topology 

In this topology, a common communication channel is shared by all the computers on 
the network. This network is also known as broadcast network because of the fact that 
when a data packet is sent out, it propagates throughout the medium and is received by 
all the stations. Each work station continuously monitors the communication channel 
and accepts only those packets that are addressed to it. 

Figure 13.8: Bus Topology 

The advantage of bus topology is that the cable runs are shorter than in other 
topologies and also, additional nodes can be connected to an existing bus network at 
any point along its length. The disadvantages are that, the fault diagnosis and isoiation 
of computer from broadcast is difficult. The whole system is more reliable because of 
the fact that failure of any station does not affect operations of other stations. 

13.6 TYPES OF CONNECTIVITY 

Network connectivity describes the extensive process of connecting various parts of a 
network to one another, for example, through the use of routers, switches and 
gateways, and how that process works. 

The two different computer network connection types are: 

l. Point-to-Point Connection 

2. Multipoint Connection 

13.6.1 Point-to-Point Connection 

A point-to-point connection is a direct link between two devices such as a computer 
and a printer. It uses dedicated link between the devices. The entire capacity of the 
link is used for the transmission between those two devices. Most of today's point•to
point connections are associated with modems and PSTN (Public Switched Telephone 
Network) communications. In point-to-point networks, there exist many connections 
between individual pairs of machines. 

Fipre 13.9: Point-to-Point Configuration 
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To move from sources to destination, a packet (short message) may follow different 
routes. In networking. the Point-to-Point Protocol (PPP) is a data link protocol 
commonly used in establishing a direct connection between two networking nodes. It 
can provide connection authentication, transmission encryption, and compression PPP 
is used over many types of physical networks including serial cable, phone line, trunk 
line, cellular telephone, specialized radio links, and fibre optic links such as SONET. 
PPP is also used over Internet access connections (now marketed as "broadband"). 

Internet service providers (ISPs) have used PPP for customer dial-up access to the 
Internet, since IP packets cannot be transmitted over a modem line on their own, 
without some data link protocol. Two encapsulated forms of PPP, Point-to-Point 
Protocol over Ethernet (PPPoE) and Point-to-Point Protocol over ATM (PPPoA), are 
used most commonly by Internet Service Providers (ISPs) to establish a Digital 
Subscriber Line (DSL) lntemet service connection with customers. 

PPP is commonly used as a data link layer protocol for connection over synchronous 
and asynchronous circuits, where it has largely superseded the older Serial Line 
Internet Protocol (SLIP) and telephone company mandated standards (such as Link 
Access Protocol, Balanced (LAPB) in the X.25 protocol suite). PPP was designed to 
work with numerous network layer protocols, including Internet Protocol (IP), TRILL, 
Novell's Internetwork Packet Exchange (IPX), NBF and App~eTalk. 

13.6.2 Multipoint Connection 

A multipoint connection is a link between three or more devices. It is also known as 
Multi-drop configuration. The networks having multipoint configuration is called 
Broadcast Networks. In broadcast network. a message or a packet sent by any machine 
is received by all other machines in a network. The packet contains· address field that 
specifies the receiver. Upon receiving a packet, every machine checks the address 
field of the packet. If the transmitted packet is for that particular machine, it processes 
it; otherwise it just ignores the packet. 
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Figure 13.10: Multipoint Conflguradon 

Broadcast network provides the provision for broadcasting and multicasting. 
Broadcasting is the process in which a single packet is received and processed by all 
the machines in the network. It is made possible by using a special code in the address 
field of the packet. When a packet is sent to a subset of the machines i.e., only a few 
machines in the network it is known as multicasting. Historically, multipoint 
connections were used to attach central CPs to distributed dumb terminals. In today's 
LAN environments, multipoint connections link many network. devices in various 
configurations. 



13. 7 NETWORK DEV ICES 

Following is the list of network devices required to set up a computer network. 

• Hub 

• Switches 

• Bridges 

• Gateways 

• ISDN (Integrated Services Digital Network) 

• Network Protocols 

• Network Cables 

• Distributors 

• Routers 

• Network Cards 

• Universal Serial Bus ( USB) 

Hub 

Hub is one of the basic icons of networking devices which works at physical layer and 
hence connect networking devices physically together. Hubs are fundamentally used 
in networks that use twisted pair cabling to connect devices. They are designed to 
transmit the packets to the other appended devices without altering any of the 
transmitted packets received. They act as pathways to direct electrical signals to travel 
along. They transmit the mformation regardless of the fact if data packet is destined 
for the device connected or not. 

Switches 

Switches are the linkage points of an Ethernet ncrn:ork. Just as in hub, devices in 
switches are connected to them through twisted pair cabling. But the difference shows 
up in the manner both the devices; hub and a switch treat the data they receive. Hub 
works by sending the data to all the ports on the device whereas a switch transfers it 
only to that port which is connected to the destination device. A switch does so by 
having an in-built learning of the MAC address of the devices connected to it. Since 
the transmission of data signals are well defined in a switch hence the network 
performance is consequently enhanced. Switches operate in full-duplex mode where 
devices can send and receive data from the switch at the simultaneously unlike in half
duplex mode. The transmission speed in switches is double than in Ethernet hub 
transferring a 20Mbps connection into 30Mbps and a 200Mbps connection to become 
300Mbps. Performance improvements are observed in networking with the extensive 
usage of switches in the modem days. 

Bridges 

A bridge is a computer networking device that builds the connection with the other 
bridge networks which use the same protocol. It works at the Data Link layer of the 
OSI Model and connects the different networks together and develops communication 
between them. It connects two local-area networks; two physical LANs into larger 
logical LAN or two segments of the same LAN that use the same protocol. 

Gateways 

Gateway is a device which is used to connect multiple networks and passes packets 
from one packet to the other network. Acting as the ·gateway' between different 
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networking systems or computer programs, a gateway is a device which fonns a link 
between them. It allows the computer programs, either on the same computer or on 
different computers to share information across the network through protocols. A 
router is also a gateway, since it interprets data from one network protocol to another. 

Network Protocols 

Network protocols define a language of instructions and conventions for 
communication between the network devices. It is essential that a networked computer 
must have one or more protocol drivers. Usually, for two computers to interconnect on 
a network, they must use identical protocols. At times, a computer is designed to use 
multiple protocols. Network protocols like HTTP, TCP/IP offer a basis on which 
much of the Internet stands. 

ISDN (Integrated Services Digital Network) 

ISDN are used to send over graphic or audio data files. It is a WAN technology that 
can be used in place of a dial up link. The accessibility of ISDN depends upon the 
provision of the service by the service provider, the quality of the line set up to your 
area. It surely provides higher speed than a modem and has the capability to pick up 
the line and drop it considerably at a faster rate. 

ISDN can create numerous communication routes on a single line. Nowadays with 
faster and cheaper technologies, ISDN has found its way in the realm of technology. 

Network Cables 

Network cables are used to connect computers. The most commonly used cable is 
Category 5 cable RJ-45. 

Figure 13.11: Network Cables 

Distributors 

A computer can be connected to another one via a serial port but if we need to connect 
many computers to produce a network, this serial connection will not work. 

Figure 13.12: Distributors 

The solution is to use a central body to which other computers. printers, scanners, etc. 
can be connected and then rhis body will manage or distribute network traffic. 



Router 

A router is a type of device which acts as the central point among computers and other 
devices that are a part of the network. It is equipped with holes called ports. 
Computers and other devices are connected to a router using network cables. Now-a
days router comes in wireless modes using which computers can be connected without 
any physical cable. 

Figure 13.13: Router 

Network Card 

Network card is a necessary component of a computer without which a computer 
cannot be connected over a network. It is also known as the network adapter or 
Network Interface Card (NIC). Most branded computers have network card pre
installed. Network cards are of two types: Internal and External Network Cards. 

Internal Network Cards 

Motherboard has a slot for internal network card where it is to be inserted. Internal 
network cards are of two types in which the first type uses Peripheral Component 
Interconnect (PCI) connection, while the second type uses Industry Standard 
Architecture (ISA). Network cables are required to provide network access. 

Figure 13.14: Internal Network Cards 

External Network Cards 

External network cards are of two types: Wireless and USB based. Wireless network 
card needs to be inserted into the motherboard; however no network cable is required 
to connect to the network. 
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FiJure 13.15: External Network Cards 

Universal Serial Bus (USB) 

USB card is easy to use and connects via USB port. Computers automatically detect 
USB card and can install the drivers required to support the USB network card 
automatically. 

Figure 13.16: Universal Serial Bus (USB) 

Fill in the blanks: 

1. _____ provides us with the facility to share distant resources such 
as database, processor or software. 

2. It is a worldwide/global system of interconnected computer networks. It 
uses the ____ _ 

3. _____ is the system in which multiple PCs are connected to each 
other. 

4. A network that connects users across larger distances, often crossing the 
geographical boundaries of cities, states or countries is known as 

5. _____ can be defined as the way of physical interconnection 
between computers to fonn a computer network. 



13.8 LET US SUM UP 

• A network is a collection of interlinked computers by means of a communication
system. The networks facilitate resource sharing, increased reliability, reduced
costs, increased and fast communication.

• · The pattern of interconnection of nodes in a network is called topology. Most
popular topologies are �tar, bus, ring, graph and mesh.

• On the basis of geographical spread, networks can be classified into LAN, MAN
and WAN. Small computer networks that are confined to a localized area e.g., an
office, a building etc.. are called LANs. MANs arc the networks spread over a
city. A WAN is a group of computers that are separated by large distances and
tied together. It can even be a group of LANs that are spread across several
locations and connected together to look like a big LAN.

• Ethernet is a LAN architecture developed by Xerox Corp along with DEC and
Intel. It uses either a bus or star topology and supports data transter rares of up to
10 Mbps.

• Network connectivity describes the extensive process of connecting various parts
of a network to one another, for example, through the use of routers, switches and
gateways, and how that process works.

• The two different computer network connection types are: point-to-point
connection and multipoint connection.

• Several network communication devices are used for efficient transmission of data
between and within networks. Some of them are bridges, gateways, routers,
modem, decoders, encoders, multiplexers, hubs and switches.

• The communication links are established using various types of transmission
media such as twisted pair cables, co-axial cables, microwave links, radio waves,
fibre optic cables and satellite links.

13.9 UNIT END ACTIVITY 

Make a list of advantages of network applications and vanous types of network 
topologies. 

13.10 KEYWORDS 

Bridge: A network device that connects two networks following the same set of 
protocols. 

Ethernet: A LAN architecture developed by Xerox corp along with DEC and Intel. It 
uses either a bus or star topology and supports data transfer rates of up to 10 mbps. 

Gateway: A network device that connects multiple networks using different protocols 
and routes packets among them. 

Heterogeneous Network: A network that consists of workstations, servers, network 
interface cards, operating systems and applications from many different vendors, all 
working together as a single unit. 

Homogeneous Network: A network that consists of only one type of workstation, 
Server, Operating system and Network interface card. 

Hub: A hardware device used to connect several computers together. 
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LAN (L,1c(l/ Area Nnworlis): Small computer networks that are confined to a 
localized are11 e.g., 1111 office, a building etc. 

/1,IANs (Metropolit1111 Attq Nt!tw11rks): Networks spread over a city. 

Network Protocoki: A collection of designated practices, policies and procedures 
often unwriuco but agreed upon between its usen. that facilitates electronic 
con1.munication between them. 

Nct.v(lrk Tt,po/ogy: The WffY of physical interconnection between cornputers to fonn a 
computer network. 

Network: A coll~tion of interlinked computers by means of a communication system. 

Peer-tu-Peer N4t"'10rll: Networks used for a ,;mall range of computers with all 
machines having their own resources and can al&o have llhateable resources for other 
machines. 

WANs (Wide Area N~): A group of comput= sepmted by large distances and 
tied together. It can even bo a group of LANs that are spread across several locatioos 
and connected together to look like a big L-\N . 

. 13.11 QUESTIONS FOR DISCUSSION 

I . What do you mean by "Network~? Write short notes on: 

{a) Passive Optical Local Area Network (POLAN} 

{b) LAN 

(c) WAN 

(d) MAN 

Z. Define thr; network '1opologies' with r;xample.s. 
3. Describe tile storagc area netwoik and virtual private network. 

4. What is the idea of network device in your mind? De:li.nc the following: 

(a) Bridges (b) Gateways 

(c) Hub (d) Rooter.! 

5. F.iqilain the similarities between Internet and Intranet 

6. What do you lcnow about pi:otocols? Describe with examples. 

7. ~'hen do you t:hink riJli lopology becomes the best choice for a network? 

8. What are the types ofcooncctivity used in computernmvork? 

9. Differentiate Intetnct 1111d h1tranet. 

10. What is bandwidth? How is it measured? 

I I. What is difference between LAN and WAN? 

Check Your Progress: Model Answer 

I. Networking 

2. Standard IJ21emet Protocol (TCP/JP) 

3. Intranet 

4. Wide Area Networll: 

5. Network topology 
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14.0 AIMS Al\D OBJECTIVl:-;S 

After studying this leli-Son, you should be able to: 

• Define Internet 

• Discuss the growth oflntcmet 

• Explain owner of tho: ln~rnet 

I 



14.1 INTRODUCTION 

Today's world is an information-rich world and it has become a necessity for 
everyone to know about the store house of all infonnation e.g., Internet applications. 
This lesson will provide an introduction to the various terms like web pages, web 
server, browser, etc. You might have come across these terms while surfing the 
Internet. It will provide an easy but a comprehensive explanation of what web pages 
are and how they are created. It will give you an idea of how communication takes 
place between web clients and a web server and how web pages arc transferred from 
the web server to the web clients. 

14.2 WHAT IS INTERNET ACTUALLY? 

The Internet, sometimes called as, "the Net," is a worldwide system of computer 
networks - a network of networks. Users at any one computer can (if they have 
pennission) get information from any other computer (and sometimes talk directly to 
users at other computers). This idea was conceived by the Advanced Research 
Projects Agency (ARPA) of the U.S. Government in 1969 and was first known as the 
ARPANet. The original aim was to create a network that would allow users of a 
research computer at one University to ''talk to.. research computers at other 
Universities. A side benefit of ARPANet's design was that, messages could be routed 
or rerouted in more than one direction. The network could continue to function even if 
parts of it were Jestroyed. Today, the Internet is a public, cooperative and 
self-sustaining facility accessible to hundreds of millions of people worldwide. 
Physically, the Internet uses a portion of the total resources of the currently existing 
public telecommunication networks. Technically. what distinguishes Internet is its use 
of protocols called TCPdP (for Transmission Control Protocol/Internet Protocol). Two 
recent adaptations of Internet technology. the intranet and the extranet, also make use 
of the TCP/IP protocol. 

For most Internet users, electronic mail (email) pmctically replaced the postal 
services. People communicate over the Internet in a numbi:r of other ways including 
Internet Relay Chat (!RC), Internet telephony, instant messaging, video chat and 
social media. 

The most widely used part of the Internet is the World Wide \.Veb (often abbreviated 
"WWW" or called "the Web"). Its outstanding feature is hypertext, a method of 
instant cross-referencing. In most Web sites, certain \vords or phrases appear in text of 
a different colour than the rest; often this text is also underlined. When you select one 
of these words or r1irases, you will be transferred to the site or page that is relevant to 
this word or phrase. Sometimes there are buttons. 1magi:s, or portions of images that 
are "clickable." If you move the pointer over a spot on a Website and the pointer 
changes into a hand. this indicates that you can click but will be transferred to another 
site. 

Using the Web, you can access billions of pages of infonnation. Web browsing is 
done with a Web browser. the most popular of which are Chrome, Firefox and Internet 
Explorer. The appearance of a particular Website may vary slightly depending on the 
browser you use. Also. later versions of a particular browser are able to render more 
"bells and whistles•· sw.:h as animation. virtual reality, sound, and music files, than 
earlier versions. 

The Internet has continued to grow and evolve over the years of its existence. 1Pv6, 
for example, was designed to anticipate enormous future expansion in the number of 
available IP addresses. In a related development, the lntemel of Things (loT) is the 
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burgeoning enviromnent in which almost any entity or object can be provided with a 
unique identifier and the ability to transfer data aulomaticaUy over the Internet. 

14.2.1 Growth of Internet 

Today the Internet continues to g/Ow day by day making ~cLu.ban'~ Global Village a 
reality. The following table shows the incredibly fast evolution of the Internet from 
J 995 till tho: present time: 

Table 14,l; 'lumber of Users 

O•tc N~mb<r oft:sers ¾ World loformati.on 
Populat1on Source 

December, 1995 16million• 0.4 ~i, !DC 
1 Deccmlx:r, 1996 

·- --
36millions 0.9% roe I 

ncceraber, I 997 
' 

70 millions J.7¾ I.DC 

! Decembe.c, 1998 ' 147 1»illions 3.6% C.I. Almanac - -- --·- - --
December, 1999 248 millions 4.1 % 'Nua Ltd. I 
Marc.~,2000 304 millions S.0% Nua Lid. 

J1~y. 2000 359 million, 5.9¾ Jllu., Ltd. 

J Dt.umbe.r, 2000 
' 

361 millions S.8% hlmnct World Stars 

Mm:h,2001 458 milliob& 7.6% Nua Ltd. 

Jut>e, 2001 479 million.< 7.9% Nua Ltd. 

Augus~ 2001 S 13 millions &.ti¾ Nua Ltd. -· ·- - --
Aptil, 2002 S5& millioos 8.6% lnleme! World Stats 

July, 2002 569 millions 9,1 % Internet World Stats 

Sep<e.mbet. '2002 ,S? n:iilli<>t\$ 9.4 ¾ lnte1Tlot World Stat< 

March. 2003 608 millioo, 9.7 % hnomct World Stat• 

Sc:ptcmbor, 2003 f>Tl milli<>'1$ 10.6% l.olcmol World St;.-i 

Oct0ber, 2003 (182 •~llions 10.7% lnwru:t WOfld Stats , ., --December, 200) 719 millions 11 ,I % lnCffi!cc World Si.ts 

l'~bruary, 2004 745 millions 11.S% Internet World Stats 

May, 20()4 7S7 millions 11.7% Internet World Stats - - - -- -
October, 2004 812 milliom 12.7% lnitlll<:I World S(ftlS 

Dec,,cnber, 2004 817 mil!iON 12-7% llltemet World Stots -··-~ - -Ma,,:h. 200S 888 millions 13.9% lntcrnol World Suiu. 

"June, 2005 938 millioos 14.6% . lnlel'llOt World Star. -- --- --
September. 200S 957 millill<IS 14.9% lnlmlet World Slat, 

Nove.tlber. 2005 m millioN 15.2 % . tm.,mer World StaLS --
Oe<;embcr1 2005 1,018 millions lS.7 % lnlcmct World Stats 

M•n:h. 2006 1,023 millions lS.7¾ lnlmtet World Stats 

June,2006 1.1)43 millions 16.0% lncemct World Sta" 

Sept. 2006 i 1,086 millions 16.7% · lnten,et World Stat, 

Dec,2006 / 1.093 111illion& 16.7¾ lntemet World Star. 

Mor, 2007 l.129 millions 17.2 % Internet World S1a1s ... ~ 
' Juno,2007 
' 

1,113 milli<IIU 17.8 % lntcmel World Stals 

Sept, 2007 -+ 1,245 rnillions 18.9 % Intamet World SlaL, ,_ ___ . 

0..:,2007 i l.319 millions 20.0% . lttlffllcl World StalS 

. Mar, 2008 I l.-107 millioG$ 21.1 % I lntemet World Stats 
C0'11d •.. 



June,2008 1,463 millions 21.9 % Internet World Stats 

Sept, 2008 1,504 millions 22.5 % Internet World Stats 

Dec, 2008 1,574 millions 23.5 % Internet World Stats 

Mar, 2009 1,596 millions 23.8 % Internet World Stats 

June, 2009 1,669 millions 24.7 % Internet World Stats 

Sept, 2009 1,734 millions 25.h % Internet World Stats 

Dec, 2009 1,802 millions 20.6 % Internet World Stats 

June,2010 1,966 millions 28.7 % Internet World Stats 

Sept, 2010 1,97 I millions 2~.8 % Internet World Stats 

Mar, 2011 2,095 millions 30.2 "o Internet World Stats 

Jun, 20 I I 2,110 millions 30.4% Internet World Stats 

Sept, 2011 2, I 80 mi !lions J 1.5 % Internet World Stats 

Dec, 2011 2,267 millions 32.7 % Internet World Stats 

Mar, 2012 2,336 millions 33.J % Internet World Stats 

June, 2012 2,405 millions 34 3 % Internet World Stats 

Sept, 2012 2,439 millions 34.8 % Internet World Stats 

Dec, 2012 2,497 millions 35.7 % 1.T.U. 

Dec, 2013 2,802 millions .N.0%, Internet World Stats 

June, 2014 3,035 millions 42.3 % Internet World Stats 

Dec, 2014 3,079 millions 42.4% Internet World Stats 

June, 2015 3,270 millions 45.0% Internet World Stats 

Dec, 2015 3,366 millions 4o.4 °10 Internet World Stats 

Jun.2016 3,631 millions 49,5 % Internet World Stats 

Dec. 2016 3,696 millions 4C/.5 % Internet World Stats 

Mar. 2017 3.739 millions 49.6% Internet World Stats 

June 2017 3,885 millions 51.7 % Internet World Stats 

14.2.2 Owner of the Internet 

Who actually owns the Internet? There are two answers to this question: 

I. Nobody 

2. Lots of people 

If you think of the Internet as a unified, single entity. then no one owns it. There are 
organizations that determine the Internet's structure and how it works, but they do not 
have any ownership over the Internet itself. No government can lay claim to owning 
the Internet, nor can any company. The Internet is like the telephone system no one 
owns the whole thing. 

From another point of view, thousands of people and organizations own the Internet. 
The Internet consists of lots of different bits and pieces. each of which has an owner. 
Some of these owners can control the quality and level of access you have to the 
Internet. They might not own the entire system, but they can impact your Internet 
experience. 

The physical network that carries Internet traffic bdween different computer systems 
is the Internet backbone. In the early days of the Internet, ARPANET served as the 
system's backbone. Today, several large corporations provide the routers that serve as 
the Internet backbone. These companies are upstream Internet Service Providers 
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