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1.0 AIMS AND OBJECTIVES

After studying this lesson, you should be able to:

e Explain the meaning, definitions and characteristics of statistics

e Discuss the importance and scope of statistics

e Recognise the limitations, development and classification of statistics
e Identify the role of statistics in decision-making and research

® Explain the laws of statistics
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1.1 INTRODUCTION

Modern age is the age of science which requires that every aspect, whether it pertains
to natural phenomena, politics, economics or any other field, should be expressed in
an unambiguous and precise form. A phenomenon expressed in ambiguous and vague
terms might be difficult to understand in proper perspective. Thereforc, in order to
provide an accurate and precise explanation of a phenomenon or a situation, figures
are often used. The statement that prices in a country are increasing conveys only
incomplete information about the nature of the problem. However, if the figures of
prices of various years are also provided, we are in a better position to understand the
nature of the problem. In addition to this, these figures can also be used to compare the
extent of price changes in a country vis-a-vis the changes in prices of some other
country. Using these figures, it might be possibie 1o estimate the possible level of
prices at some future date so that some policy measures can be suggested to tackle the
problem. The subject which deals with such type of figures, called data, is known as
Statistics.

Information derived from good statistical analysis is always precise and never useless.
One of the primary tasks of a manager is decision-making. Decision-making is usually
based on the past experience and future projections. In many situations, decision-
making purely based on persornal experience, subjective judgment and intuition, is
rather difficult and ineflicient. Statistical techniques offer powertul tools in the
decision-making process. These tools have power to interpret quantitative information
in a scientific and an objective manner. These tools also provide certain conceptual
framework to the decision maker and enable him/her to comprehend qualitative
information in a more objective way.

1.2 MEANING, DEFINITIONS AND CHARACTERISTICS
OF STATISTICS

. The meaning of the word ‘Statistics’ is implied by the pattern of development of the

subject. Since the subject originated with the collection of data, in later years, the
techniques of analysis and inferpretation were developed, the word ‘statistics’ has
been used in both the plural and the singular sense. Statistics, in plural sense, means a
set of numerical figures or data. In the singular sense, it represents a method of study
and therefore, refers to statistical principles and methods developed for analysis and
interpretation of data. Statistics has been defined in different ways by different
authors. These definitions can be broadly classified into two categories. In the first
category are those definitions which lay emphasis on statistics as data whereas the
definitions in second category emphasise statistics as a scientific method.

Statistics used in the plural sense implies a set of numerical figures collected with
reference to a certain problem under investigation. It may be noted here that any set of
numerical figures cannot be regarded as statistics. There are certain characteristics
which must be satisfied by a given set of numerical figures in order that they may be
termed as statistics. Before giving these characteristics it will be advantageous to go
through the definitions of statistics in the plural sense, given by noted scholars.

“Statistics are numerical facts in any department of enquiry placed in relation to each
other.”

—-A.L. Bowley
The main features of the above definition are:
e Statistics (or Data) implies numerical facts.
e Numerical facts or figures are related to some enquiry or investigation.

e Numerical facts should be capable of being arranged in relation to each other.



On the basis of the above features, we can say that data are those numerical facts
which have been expressed as a set of numerical figures related to each other and to
some area of enquiry or research. We may, however, note here that all the
characteristics of data are not covered by the above definition.

“By statistics, we mean quantitative data affected to a marked extent by multiplicity of
causes.”

— Yule & Kendall

This definition covers two aspects, i.e., the data are quantitative and affected by a
large number of causes.

“Statistics are classified facts respecting the conditions of the people in a stale —
especially those facts which can be stated in numbers or in tables of numbers or in any
other tabular or classified arrangement.”

— Webster

On the basis of the above definitions, we can now state the following characteristics of
statistics as data:

® Statistics are numerical facts: In order that any set of facts can be called as
statistics or data, it must be capable of being represented numerically or
quantitatively. Ordinarily, the facts can be classified into two categories:

< Facts that are measurable and can be represented by numerical measurements.
Measurement of heights of students in a college, income of persons in a
locality, yield of wheat per acre in a certain district, etc., is examples of
measurable facts.

< Facts that are not measurable but we can feel the presence or absence of the
characteristics. Honesty, colour of hair or eyes, beauty, intelligence, smoking
habit, etc., are examples of immeasurable facts. Statistics or data can be
obtained in such cases also, by counting the number of individuals in different
categories.

Example: The population of a country can be divided into three categories on the
basis of Notes complexion of the people such as white, whitish or black.

® Statistics are aggregate of facts: A single numerical figure cannot be regarded as
statistics. Similarly, a set of unconnected numerical figures cannot be termed as
statistics. Statistics means an aggregate or a set of numerical figures which are
related to one another. The number of cars sold in a particular year cannot be
regarded as statistics. On the other hand, the figures of the number of cars sold in
various years of the last decade are statistics because it is an aggregate of related
figures. These figures can be compared and we can know whether the sale of cars
has increased, decreased or remained constant during the last decade. It should
also be noted here that different figures are comparable only if they are expressed
in same units and represent the same characteristics under different situations. In
the above example, if we have the number of Ambassador cars sold in 1981 and
the number of Fiat cars sold in 1982, etc., then it cannot be regarded as statistics.
Similarly, the figures of, say, measurement of weight of students should be
expressed in the same units in order that these figures are comparable with one
another.

e Statistics are affected to a marked extent by a multiplicity of factors: Statistical
data refer to measurement of facts in a complex situation, €.g., business or
economic phenomena are very complex in the sense that there are a large number

9
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of factors operating simuitaneously at a given point of time. Most of these factors
are even difficult to identify. We know that quantity demanded of a commodity, in
a given period, depends upon its price, income of the consumer, prices of other
commodities, taste and habits of the consumer. It may be mentioned here that
these factors are only the main factors but not the only factors affecting the
demand of a commodity. Similarly, the sale of a firm in a given period is affected
by a large number of factors. Data collected under such conditions are called
statistics or statistical data.

Statistics are either enumerated or estimated with reasonable standard of
accuracy: This characteristic is related to the collection of data. Data are collected
either by counting or by measurement of units or individuals. For example, the
number of simokers in a village is counted while height of soldiers is measured.
We may note here that if the area of investigation is large or the cost of
measurement is high, the statistics may aiso be collected by examining only a
fraction of the total area of investigation. When statistics are being obtained by
measurement of units, it is necessary to maintain a reasonable degree or standard
of accuracy in measurements. The degree of accuracy needed in an investigation
depends upon its nature and objectivity on the one hand and upon time and
resources on the other.

Example: In weighing of gold, even milligrams may be significant whereas, for
weighing wheat, a few grams may not make much difference. Sometimes, a higher
degree of accuracy is needed in order that the problem, to be investigated, gets
highlighted by the data. Suppose the diameter of bolts produced by a machine is
measured as 1.546 cms, 1.549 cms, 1.548 cms, etc. If, instead, we obtain
measurements only up to two places after decimal, all the measurements would be
equal and as such nothing could be inferred about the working of the machine. In
addition to this, the degree of accuracy also depends upon the availability of time
and resources.

For any investigation, a greater degree of accuracy can be achieved by devoting
more time or resources or both. As will be discussed later, in statistics,
generalisations about a large group (known as population) are often made on the
basis of small group (known as sample). It is possibie to achieve this by
maintaining a reasonable degree of accuracy of measurements. Therefore, it is not
necessary to always have a high degree of accuracy but whatever degree of
accuracy is once decided must be uniformly maintained throughout the
investigation.

Statistics are collected in a systematic manner and for a predetermined purpose:
In order that the results obtained from statistics are free from errors, it is necessary
that these should be collected in a systematic manner. Haphazardly collected
figures are not desirable as they may lead to wrong conclusions. Moreover,
statistics should be collected for a well-defined and specific objective, otherwise it
might happen that the unnecessary statistics are collected while the necessary
statistics are left out. Hence, a given set of numerical figures cannot be termed as
statistics if it has been collected in a haphazard manner and without proper
specification of the objective.

Statistics should be capable of being placed in relation to each other: This
characteristic requires that the collected statistics should be comparable with
reference to time or place or any other condition. In order that statistics are
comparable it is essential that they are homogeneous and pertain to the same
investigation. This can be achieved by collecting data in identical manner for
different periods or for different places or for different conditions.



Hence, any set of numerical facts possessing the above mentioned characteristics can
be termed as statistics or data. The use of the word ‘STATISTICS” in singular form
refers to a science which provides methods of collection, analysis and interpretation of
statistical data. Thus, statistics as a science is defined on the basis of its functions and
different scholars have defined it in a different way. In order to know about various
aspects of statistics, we now state some of these definitions.

“Statistics is the science of counting.”

— A.L. Bowley
“Statistics may rightly be called the science of averages.”

— A.L. Bowley

“Statistics is the science of measurement of social organism regarded as a whole in
all its manifestations.”

— A.L. Bowley

»

“Statistics is the science of estimates and probabilities.”
— Boddington

All of the above definitions are incomplete in one sense or the other because each
considers only one aspect of statistics. According to the first definition, statistics is the
science of counting. However, we know that if the population or group under
investigation is large, we do not count but obtain estimates. The second definition viz.
statistics is the science of averages, covers only one aspect, i.e., measures of average
but, besides this, there are other measures used to describe a given set of data. The
third definition limits the scope of statistics to social sciences only. Bowley himself
realised this limitation and admitted that scope of statistics is not confined to this area
only. The fourth definition considers yet another aspect of statistics. Although, use of
estimates and probabilities have become very popular in modern statistics but there are
other techniques, as well, which are also very important. The following definitions
cover some more but not all aspects of statistics.

“The science of statistics is the method of judging collective, natural or social
phenomena from the results obtained by the analysis or enumeration or collection of
estimates.”

— W.I King
“Statistics or statistical method may be defined as collection, presentation, analysis
and interpretation of numerical data.”
— Croxton and Cowden
This is a simple and comprehensive definition of statistics which implies that statistics
is a scientific method.

“Statistics is a science which deals with collection, classification and tabulation of
numerical facts as the basis for the explanation, description and comparison of
phenomena.”

— Lovitt
“Statistics is the science which deals with the methods of collecting, classifying,
presenting, comparing and interpreting numerical data collected to throw some light
on any sphere of enquiry.”

— Seligman

.
An Introduction to Statistics
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The definitions given by Lovitt and Seligman are similar to the definition of Croxton
and Cowden except that they regard statistics as a science while Croxton and Cowden
have termed it as a scientific method. With the development of the subject of statistics,
the definitions of statistics given above have also become outdated. In the last few
decades, the discipline of drawing conclusions and making decisions under
uncertainty has grown which is proving to be very helpful to decision makers,
particularly in the field of business. Although, various definitions have been given
which include this aspect of statistics also, we shall now give a definition of statistics,
given by Spiegel, to reflect this new dimension of statistics.

“Statistics is concerned with scientific method for collecting. organising.
summarising, presenting and analysing data as well as drawing valid conclusions and
making reasonable decisions on the basis of such analysis.”

On the basis of the above definitions, we can say that statistics, in singular sense, is a
science which consists of various statistical methods that can be used for collection,
classification, presentation and analysis of data relating to sociai, political, natural,
economical, business or any other phenomena. The results of the analysis can be used
further to draw valid conclusions and to make reasonable decisions in the face of
uncertainty.

1.2.1 Statistics as a Scientific Method

We have seen above that, statistics as a non-experimental science can be used to study
and analyse various problems of social sciences. It may, however, be pointed out that
there may be situations even in natural sciences, where conducting of an experiment
under hundred per cent controlled conditions is rather impossible. Statistics, under
such conditions, finds its use in natural sciences, like physics, chemistry, etc. In view
of the uses of statistics in almost all the disciplines of natural as well as social
sciences, it will be more appropriate to regard it as a scientific method rather than a
science. Statistics as a scientific method can be divided into the following two
categories:

1. Theoretical Statistics: Theoretical statistics can be further sub-divided into the
following three categories:

(a) Descriptive Statistics: All those methods which are used for the collection,
classification, tabulation, diagrammatic presentation of data and the methods
of calculating average, dispersion, correlation and regression, index numbers,
etc., are included in descriptive statistics.

(b) Inductive Statistics: It includes all those methods which are used to make
generalisations about a population on the basis of a sample. The techniques of
forecasting are also included in inductive statistics.

(¢) Inferential Statistics: 1t includes all those methods which are used to test
certain hypotheses regarding characteristics of a population.

2. Applied Statistics: 1t consists of the application of statistical methods to practical
problems. Design of sample surveys, techniques of quality control, decision-
making in business, etc., are inciuded in applied statistics.

1.2.2 Statistics as a Science or an Art

We have seen above that statistics is a science. Now we shall examine whether it is an
art or not. We know that science is a body of systematized knowledge. How this
knowledge is to be used for solving a problem is work of an art. In addition to this, art
also helps in achieving certain objectives and to identify merits and demerits of
methods that could be used. Since statistics possesses all these characteristics, it may



be reasonable to say that it is also an art. Thus, we conclude that since statistical
methods are systematic and have general applications, therefore, statistics is a science.
Further since the successful application of these methods depends, to a considerable
degree, on the skill and experience of a statistician, therefore, statistics is an art also.

R.A. Fisher is a notable contributor to the field of statistics. His book °Statistical
Methods for Research Workers’, published in 1925, marks the beginning of the theory
of modern statistics.

1.3 IMPORTANCE OF STATISTICS

It is perhaps difficult to imagine a field of knowledge which can do without statistics.
To begin with, the state started the use of statistics and now it is being used by almost
every branch of knowledge such as physics, chemistry, biology, sociology, geography,
economics, business, etc. The use of statistics provides precision to various ideas and
can also suggest possible ways of tackling a problem relating to any of the above
subjects. The importance of statistics has been summarized by A.L. Bowley as,
“Knowledge of statistics is like a knowledge of foreign language or of algebra. It may
prove of use at any time under any circumstances.” We shall discuss briefly, the
importance of statistics in the following major areas:

® [mportance to the State: We know that the subject of statistics originated for
helping the ancient rulers in the assessment of their military and economic
strength. Gradually its scope was enlarged to tackle other problems relating to
political activities of the State. In modern era, the role of State has increased and
various governments of the world also take care of the welfare of its people.
Therefore, these governments require much greater information in the form of
numerical figures for the fulfilment of welfare objectives in addition to the
efficient running of their administration.

In a democratic form of government, various political groups are also guided by
the statistical analysis regarding their popularity in the masses. Thus, it can be said
that it is impossible to think about the functioning of modern state in the absence
of statistics.

® Importance in economics: Statistics is an indispensable tool for a proper
understanding of various economic problems. It also provides important
guidelines for the formulation of various economic policies. Almost every
economic problem is capable of being expressed in the form of numerical figures,
e.g., the output of agriculture or of industry, volume of exports and imports, prices
of commodities, income of the people, distribution of land holding, etc.

In each case, the data are affected by a multiplicity of factors. Further, it can be
shown that the other conditions prescribed for statistical data are also satisfied.
Thus, we can say that the study of various economic problems is essentially the
one of a statistical nature. Inductive method of generalisation, popularly used in
economics, is also based on statistical principles. Various famous laws in
economics such as, the law of diminishing marginal utility, the law of diminishing
marginal returns, the theory of revealed preference, etc., are based on
generalisations from observation of economic behaviour of a large number of
individuals. Statistical methods are also useful in estimating a mathematical
relation between various economic variables.

Example: The data on prices and corresponding quantities demanded of a
commodity can be used to estimate the mathematical form of the demand
relationship between two variables. Further, the validity of a generalisation or
relation between variables can also be tested by using statistical techniques.

9
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Statistical analysis of a given data can also be used for the precise understanding
of an economic problem. For example, to study the problem of inequalities of
income in a society, we can classify the relevant data and, if necessary, compute
certain measures to bring the problem into focus.

Using statistics, suitable policy measures can also be adopted for tackling this
problem. Similarly, statistical methods can also be used to understand and to
suggest a suitable solution for problems in other areas such as industry,
agricultural, human resource development, international trade, etc. Realising the
importance of statistics in economics, a separate branch of economics, known as
econometrics, has been developed during the recent years. The techniques of
econometrics are based upon the principles of economics, statistics and
mathematics.

Importance in national income accounting: The system of keeping the accounts
of income and expenditure of a country is known as national income accounting,
These accounts contain information on various macro-economic variables like
national income, expenditure, production, savings, investments, volume of exports
and imports, etc. The national income accounts of a country are very useful in
having an idea about the broad features of its economy or of a particular region.
The preparation of these accounts requires data, regarding various variables, at the
macro-level. Since such information is very difficult, if not impossible, to obtain,
is often estimated by using techniques and principles of statistics.

Importance in planning: Planning is indispensable for achieving faster rate of
growth through the best use of a nation’s resources. It also requires a good deal of
statistical data on various aspects of the economy. One of the aims of planning
could be to achieve-a specified rate of growth of the economy. Using statistical
techniques, it is possible to assess the amounts of various resources available in
the economy and accordingly determine whether the specified rate of growth is
sustainable or not.

The statistical analysis of data regarding an economy may reveal certain areas
which might require special attention, e.g., a situation of growing unemployment
or a situation of rising prices during past few years. Statistical techniques and
principles can also guide the Government in adopting suitable policy measures to
rectify such situations. In addition to this, these techniques can be used to assess
various policies of the Government in the past.

Thus, it is rather impossible to think of a situation where planning and evaluation
of various policies can be done without the use of statistical techniques. In view of
this, it is sometimes said that, “Planning without statistics is a ship without rudder
and compass”. Hence statistics is an important tool for the quantification of
various planning policies.

Importance in business: With the increase in size of business of a firm and with
the uncertainties of business because of cut throat competition, the need for
statistical information and statistical analysis of various business situations has
increased tremendously. Prior to this, when the size of business used to be smaller
without much complexities, a single person, usually owner or manager of the firm,
used to take all decisions regarding its business. For example, he used to decide,
from where the necessary raw materials and other factors of production were 10 be
obtained, how much of output will be produced, where it will be sold, etc. This
type of decision-making was usually based on experience and expectations of this
single man and as such had no scientific basis.

The modern era is an era of mass production in which size and number of firms have
increased enormously. The increase in the number of firms has resulted into cut throat



competition among various firms and, consequently, the uncertainties in business have
become greater than before. Under such circumstances, it has become almost
impossible for a single man to take decisions regarding various aspects of a rather
complex business. It is precisely this point from where the role of statistics started in
business.

Now a days no business, large or small, public or private, can prosper without the help
of statistics. Statistics provides necessary techniques to a businessman for the
formulation of various policies with regard to his business. [n fact, the process of
collection and analysis of data becomes necessary right from the stage of launching a
particular business. Some of the stages of business where statistical analysis has
become necessary are briefly discussed below:

® Decisions regarding business, its location and size: Before starting a business it
is necessary to know whether it will be worthwhile to undertake this. This
involves a detailed analysis of its costs and benefits which can be done by using
techniques and principles of statistics. Furthermore, statistics can also provide
certain guidelines which may prove to be helpful in deciding the possible location
and size of the proposed business.

® Planning of production: After a business is launched, the businessman has to plan
its production so that he is able to meet the demand of its product and incurs
minimum losses on account of over or under production. For this, he has to
estimate the pattern of demand of the product by conducting. various market
surveys. Based upon these surveys, he might also forecast the demand of the
product. at various points of time in future. In addition to this, the businessman has
to conduct market surveys of various resources that will be used in the production
of the given output. This may help him in the organisation of production with
minimum costs.

e Inventory control: Sometimes, depending upon the fluctuations in demand and
supply conditions, it may not be possible to keep production in pace with demand
of the product. There may be a situation of no demand resulting in over production
and consequently the firm might have to discontinue production for some time. On
the other hand, there may be a sudden rise in the demand of the product so that the
firm is able to meet only a part of the total demand. Under such situations, the
firm may decide to have an inventory of the product for the smooth running of its
business. The optimum limits of inventory, i.e., the minimum and maximum
amount of stock to be kept, can be decided by the statistical analysis of the
fluctuations in demand and supply of the product.

® Quality control: Statistical techniques can also be used to control the quality of
the product manufactured by a firm. This consists of the preparation of control
charts by means of the specification of an average quality. A control chart shows
two limits, the lower control limit and the upper control limit for variation in the
quality of the product. The samples of output, being produced, are taken at regular
intervals and their quality is measured. If the quality falls outside the control
limits, steps are taken to rectify the manufacturing process.

® Accounts writing and auditing: Every business firm keeps accounts of its revenue
and expenditure. All activities of a firm, whether big or small, are reflected by
these accounts. Whenever certain decisions are to be taken or it is desired to assess
the performance of the firm or of its particular section or sections, these accounts
are required to be summarised in a statistical way. This may consist of the
calculation of typical measures like average production per unit of labour, average
production per hour, average rate of return on investment, etc. Statistical methods
may also be helpful in generalising relationships between two or more of such

11
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variables. Further, while auditing the accounts of a big business, it may not be
possible to examine each and every transaction. Statistics provides sampling
techniques to audit the accounts of a business firm. This can save a lot of time and
money. Statistics should not be used in the same way as a drunken man uses
lamppost for support rather than for illumination.

® Banks and insurance companies: Banks use statistical techniques to take
decisions regarding the average amount of cash needed each day toc meet the
requirements of day to day transactions. Furthermore, various policies of
investment and sanction of loans are also based on the analysis provided by
statistics.

The business of insurance is based on the studies of life expectancy in various age
groups. Depending upon these studies, mortality tables are constructed and
accordingly the rates of premium to be charged by an insurance company are
decided. All this involves the use of statistical principles and methods.

The science of statistics received contributions from notable economists such as
Augustin Cournot (1801-1877), Leon Walras (1834-1910), Vilfredo Pareto (1848-
1923), Alfred Marshall (1842-1924), Edgeworth, A.L. Bowley, etc. They gave an
applied form to the subject.

1.4 SCOPE OF STATISTICS

Statistics is used to present the numerical facts in a form that is easily understandable
by human mind and tc make comparisons, derive valid conclusions, etc., from these
facts. R.W. Buges describes the functions of statistics in these words, “The
fundamental gospel of statistics is to push back the domain of ignorance, prejudice,
rule of thumb, arbitrary or premature decisions, tradition and dogmatism and to
increase the domain in which decisions are made and principles are formulated on the
basis of analysed quantitative facts.”

The following are the main functions of statistics:

® Presents facts in numerical figures: The first function of statistics is to present a

given problem in terms of numerical figures. We know that the numerical
presentation helps in having a better understanding of the nature of problem. Facts
expressed in words are not very useful because they are often vague and are likely
to be understood difterently by different people. For example, the statement that a
large proportion of total work force of a country is engaged in agriculture, is
vague and uncertain. On the other hand, the statement that 70% of the total work
force is engaged in agriculture is more specific and easier to grasp. Similarly, the
statement that the annual rate of inflation in a country is 10% is more convincing
than the statement that prices are rising.

® Presents complex facts in a simplified form: Generally a problem to be
investigated is represented by a large mass of numerical figures which are very
difficult to understand and remember. Using various statistical methods, this large
mass of data can be presented in a simplified form. This simplification is achieved
by the summarisation of data so that broad features of the given problem are
brought into focus. Various statistical techniques such as presentation of data in
the form of diagrams, graphs, frequency distributions and calculation of average,
dispersion, correlation, ectc., make the given data intelligible and easily
understandable.

® Studies relationship between two or more phenomena: Statistics can be used to
investigate whether two or more phenomena are related. For example, the
relationship between income and consumption, demand and supply, etc., can be



studied by measuring correlation between relevant variables. Furthermore, a given
mathematical relation can also be fitted to the given data by using the technique of
regression analysis.

Provides techniques for the comparison of phenomena: Many a times, the
purpose of undertaking a statistical analysis is to compare various phenomena by
computing one or more measures like mean, variance, ratios, percentages and
various types of coefficients. For example, when we compute the consumer price
index for a particular group of workers, then our aim could be to compare this
index with that of previous year or to compare it with the consumer price index of
a similar group of workers of some other city, etc. Similarly, the inequalities of
income in various countries may be computed for the sake of their comparison.

Enlarges individual experiences: An important function of statistics is that it
enlarges human experience in the solution of various problems. In the words of
A.L. Bowley, “the proper function of statistics, indeed is to enlarge individual
experience.” Statistics is like a master key that is used to solve problems of
mankind in every field, It would not be an exaggeration to say that many fields of
knowledge would have remained closed to the mankind forever but for the
efficient and useful techniques and methodology of the science of statistics.

Helps in the formulation of policies: Statistical analysis of data is the starting
point in the formulation of policies in various economic, business and government
activities. For example, using statistical techniques a firm can know the tastes and
preferences of the consumers and decide to make its product accordingly.
Similarly, the Government policies regarding taxation, prices, investments,
unemployment, imports and exports, etc. are also guided by statistical studies in
the relevant areas.

1.5 LIMITATIONS OF STATISTICS

Like every other science, statistics also has its limitations. In order to have maximum
advantage from the use of statistical methods, it is necessary to know their limitations.
According to Newshome, “It (statistics) must be regarded as an instrument of
research of great value, but having severe limitations, which are not possible to
overcome and as such they need our careful attention.” The science of statistics
suffers from the following limitations:

Statistics deals with numerical facts only: Broadly speaking, there are two types
of facts, (a) quantitative and (b) qualitative facts. Quantitative facts are capable of
being represented in the form of numerical figures and therefore, are also known
as numerical facts. These facts can be analysed and interpreted with the help of
statistical methods. Qualitative facts, on the other hand, represent only the
qualitative characteristics like honesty, intelligence, colour of eyes, beauty, etc.
and statistical methods cannot be used to study these types of characteristics.
Sometimes, however, it is possible to make an indirect study of such
characteristics through their conversion into numerical figures. For example, we
may assign a number 0 for a male and 1 for a female, etc.

Statistics deals only with groups and not with individuals: Statistical studies are
undertaken to study the characteristics of a group rather than individuals. These
studies are done to compare the general behaviour of the group at different points
of time or the behaviour of different groups at a particular point of time. For
example, the economic performance of a country in a year is measured by its
national income in that year and by comparing national income of various years,
one can know whether performance of the country is improving or not. Further, by
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comparing national income of different countries, one can know its relative
position vis-a-vis other countries.

Statistical results are true ocnly on the average: Statistical resuits give the
behaviour of the group on the average and these may not hold for an individual of
that very group. Thus, the statemént that average wages of workers of a certain
factory is ¥ 1,500 p.m. does not necessarily mean that each worker is getting this
wage. In fact, some of the workers maybe getting more while others less than or
equal to ¥ 1,500. Further, when value of a variable is estimated by using some
explanatory variable, the estimated value represents the value on the average for a
particular value of the explanatory variable. In a similar way, all the laws of
statistics are true only on the average.

Statistical results are only approximately true: Most of the statistical studies are
based on a sample taken from the population. Under certain circumstances, the
estimated data are also used. Therefore, conclusions about a population based on
such information are bound to be true only approximately. Further, if more
observations are collected with a view to improve the accuracy of the results, these
efforts are often offset by the errors of observation. In the words of Bowley, when
observations are extended, many sources of inaccuracy are found to be present,
and it is frequently impossible to remove them completely. Statistical results are,
therefore, very general estimates rather than exact statements. Thus, whether
statistical results are based on sample or census data, are bound to be true only
approximately. '

Statistical methods constitute only one set of methods to study a problem: A
given problein can often be studied in many ways. Statistical methods are used to
simplify the mass of data and obtain quantitative results by its analysis. However,
one should not depend entirely on statistical results. These results must invariabiy
be supplemented by the results of alternative methods of analysing the problem. It
should be kept in mind that statistics is only a means and not an end. According to
D. Gregory and H. Ward, “Statistics cannot run a business or a government. Nor
can the study of statistics do more than provide a few suggestions or offer a few
poinlers as to firm’s or government’s future behaviour.”

Statistical techniques, because of their flexibility and economy, have beconie
popular and are used in numerous fields. But statistics is not a cure-all technique
and has limitations. {t cannot be applied to all kinds of situations and cannot be
made to answer all queries.

Statistics are liable to be misused: Statistical data are likely to be misused to draw
any type of conclusion. If the attitude of the investigator is biased towards a
particular aspect of the problem, he is likely to coliect only such data which give
more importance to that aspect. The conclustons drawn on the basis of such
inforimation are bound to be misleading. Suppose, for example, the attitude of the
Government is biased and it wants to compute a price index which should show a
smaller rise of prices than the actual one. In such a situation, the Government
might use only those price quotations that are obtained from markets having lower
prices.

Statistics must be used only by experts: Statistics, being a technical subject, is
very difficult for a common man to understand. Only the experts of statistics can
use it correctly and derive right conclusions from the analysis. In the words of
Yule and Kendall, “Staristical methods are the most dangerous tools in the hands
of inexperts.” Hence, this is the most important limitation of statistics.



1.6 DEVELOPMENT OF STATISTICS

The word statistics is derived from the Italian word ‘Stato’ which means ‘state’; and
‘Statista’ refers to a person involved with the affairs of state. Thus, statistics originally
was meant for collection of facts useful for affaires of the state, like taxes, land
records, population demography, etc. There is an evidence of use of some of the
principles of statistics by ancient Indian civilization. Some of the techniques find their
mention in Vedic Mathematics. However, the modern statistical methods spread from
ltaly to France, Holland and Germany in 16" century.

During ancients times even before 300BC, the rulers and kings, like Chandragupta
Maurya used statistics to maintain the land and revenue records, collection of taxes
and registration of births and deaths. During the seventeenth century, statistics was
used in Europe for a variety of information like life expectancy and gambling.
Theoretical development of modern statistics was during the mid-seventeenth
centuries with the introduction of ‘Theory of Probability’ and ‘Theory of Games and
Chance’. Many famous problems like ‘the problem of points’ (posed by Chevalier de-
Mere), ‘the gambler’s ruin’, etc. posed by professional gamblers were solved by
mathematicians. These solutions laid the foundation to the theory of probability and
statistics. Some of the notable contributors in the development of statistics are: Pascal,
Fermat, James Bernoulli, De-Moivre, Laplace, Gauss Euler, Lagrange, Bayes,
Kolmogorov, Karl Pearson and so on. One of the most significant works in modern
times is by Ronald A. Fisher (1890-1962), who is considered to be the ‘Father of
Statistics’ by the community of statisticians all over. He applied statistics to
diversified fields such as education, agriculture, genetics, biometry, psychology, etc.
He also pioneered ‘Estimation Theory’, ‘Exact Sampling Distribution’, ¢Analysis of
Variance’ and ‘Experimental Design’.

Significant contribution has also been made by Indians in the field of statistics. Prof
Prasant Chandra Mahalanobis, is the first to pioneer the study of statistical science in
India. He founded the Indian Statistical Institute (ISI) in 1931. Mahalanobis viewed
statistics as a tool in increasing the efficiency of all human efforts and also
concentrated on sample surveys. Mahalanobis is known for his famous work on an
important statistic known as D2 statistic, which is very popular among social
scientists. Prof C.R. Rao is another Indian Statistician who made significant
contribution in the field of statistical inference and multivariate analysis.

1.7 CLASSIFICATION OF STATISTICS

Statistical methods are broadly divided into five categories. These categories are not
mutually exclusive. These are often found to be overlapping.

1.7.1 Descriptive Statistics

When statistical methods are used, a problem is always formulated in terms of
‘population” or ‘universe’, which is defined as all the elements about which
conclusions or decisions are to be made. In statistics, there is a specific meaning to the
words population and universe. We shall discuss exact definitions subsequently. For
example, if we want to find customer satisfaction, all our customers represent the
population. If information or data is taken from each and every element of the
population, we are dealing with ‘Descriptive Statistics’. In research vocabulary, such a
process is called ‘Census’. This includes methods for collection, collation, tabulation,
summarization and analysis of the data on entire population. Averages, trends, index
numbers, dispersion and skewness help in summarizing and describing the main
features of the statistical data. This is primarily to present the data in the form easily
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understandable to the decision-maker. One example is the national census conducted
every 10 years.

1.7.2 Analytical Statistics

This deals with establishing relationship between two or more variables. This includes
methods like correlation and regression, association of attributes, multivariate
analysis, etc., which help cstablishing relationship between variables. This facilitates
comparison, interpolation, extrapolation and relationships. In these cases, we require
multiple samples on different populations or same population, for example, sales of a
product before and after launch of promotion campaign.

1.7.3 Inductive Statistics

Decision-making in most business situations requires estimates about future like
trends and forecast. Inductive statistics include methods that help in generalizing the
trends based on the random observations. This process provides estimation indirectly
on the basis of partial data or method of forecasting based on past data for example,
future share price of a share based on the inflow of funds by FII.

1.7.4 Inferential Statistics

Another way, in which conclusions or decisions are made, is using a portion of
population or sample from the universe. The sample data is analyzed. Then based on
the sample evidence, conclusions are generalized about the target population. Exit poli
during elections is an example of sample survey. This method is referred to as
‘Statistical Inference’. Hypotheses and significance tests form an important part of
inferential statistics.

1.7.5 Applied Statistics

It is the application of statistical methods and techniques used for solving the real life
problems. Quality control, sample surveys, inventory management, simulations,
guantitative analysis for business decision-making, etc., form a part of this category.

1.8 ROLE OF STATISTICS IN DECISION-MAKING

Very often, people consider decision-making just as an act of selection among
alternatives. However, there are two more phases in decision-making. Noble Laureate
Sir Herbert A Simon identified the phases of decision-making as:

e Information gathering: Searching the environment for information, called the
intelligence activity.

e Generation of alternatives: Inventing, developing and analyzing possible courses
of action, called the design activity.

e Selection of alternatives: Selecting a particular course of action from those
available, called the decision activity.

Most important task of a manager is to take decisions in a given situation that helps an
organization to achieve its goals. Management is a process of converting information
into action — this we call decision-making. Decision-making is a deliberate thought
process based on available data developing alternatives to choose from so as to find
the best solution to the problem at hand.

Statistics and statistical tools play very vital role during all these three phases of
decisions. There are two basic approaches of decision-making, namely, quantitative
(or mathematical) and qualitative (or rational, creative and judgmental). In the first



approach, statistics and mathematics play dominant role. Even in second approach,
statistics plays a role for collection and presentation of data to help decision-maker’s
intuition. Extent to which statistical and mathematical tools can be used, depend upon
the situations. These can be briefly classified as:

® Decision-making under certainty: These are deterministic situations amenable to
mathematical tools to fullest extent.

® Decision-making under risk: These are stochastic situations amenable to
statistical tools to a large extent with supplement of rational decision-making.

® Decision-making under uncertainty: These are amenable to judgmental and
creative approaches.

It is observed that middle level and senior level managers primarily deal with
decision-making under risk or in a few cases decision-making under uncertainty.
Thus, knowledge of statistical and mathematical computational tools is necessary, if
not mandatory, for efficient and effective decision-making. It is not required to apply
all advanced statistical tools in every situation. Certain tools may not be applicable in
some cases. Simple statistics like average, weighted average, percentage and standard
deviation, index would reveal a great deal of information in many decision-making
scenarios. Exploratory investigation may, however, require some advanced tools.

1.9 ROLE OF STATISTICS IN RESEARCH

Statistical analysis is a vital component in every aspect of research. Social surveys,
laboratory experiment, clinical trials, marketing research, human resource planning,
inventory management, quality management, etc., require statistical treatment before
arriving at valid conclusions. Today, with availability of computers, we can very
effectively apply statistical techniques in every field of knowledge. The findings of
any research have to be justified in the light of statistical logic. In business situations,
use of statistical tools in marketing research, operations research, forecasting, factor
analysis, human resource development, etc., could immensely benefit managers to
gain competitive advantage, improve productivity and reduce costs. Thus, every
manager must be aware of statistical tools and should have knowledge to use them.

® Condensation: Statistics compresses mass of figures to small meaningful
information, for example, average sales, BSE index (SENSEX), growth rate. It is
impossible to get a precise idea about the profitability of a business from a record
of income and expenditure transactions. The information of Return on Investment
(RQOI), Earnings Per Share (EPS), profit margins, etc., however, can be easily
remembered, understood and used in decision-making.

e Comparison: Statistics facilitates comparing two related quantities for example,
Price to Earning Ratio (PE Ratio) of Reliance Industries stood at 17.5 as compared
to the industry figure of 13 showing the confidence of investors.

® Forecast: Statistics helps in forecast by looking at trends. These are essential for
planning and decision-making. Predictions based on the gut feeling or hunch
could be harmful for the business. For example, to decide the refining capacity for
a petrochemical plant, we need to predict the demand of petrochemical product
mix, supply of crude, cost of crude, substitution products, etc., over next 15 to 25
years, before committing an investment.

® Testing of hypotheses: Hypotheses are statements about the population
parameters based on our past knowledge or information that we would like to
check its validity in the light of current information. Inductive inference about the
population based on the sample estimates involves an element of risk. However,
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sampling keeps the costs of decision-making low. Sratistics provides quantitative
base for testing our beliefs about the population,

FPrecisencss: Statistics present facts precisely in guantitative form. Statemcinl of
facts conveyed in exact guantitative termes are always tove eonvinging than vague
ukterances. For example, ‘increase in profit margin is less in year 2006 than in
yvear 2003 does not convey a definite piece of information. On the other hand,
statisties prosents the information more delinitely ltke “profit margin is (4% of the
turnover in year 2006 against 12% in year 20057

Expectation: Statistics provides the basic building block for framing suitable
policies. For example, how much raw material should be imported. how much
capacity should be installed, or manpower recroited. etc., depends wpon the
expected valuec of outcome of our present decisions.

1.10 LAWS OF STATISTICS

There are two fundamental laws of statistics, These are given below:

1.

The Law of Statisticel Regalarity: This law states, "4 moderately large number
of ftems, chosen ai random from a large group, are almasi sure on an average to
Dossess the chovocteristics of the farge growp.” For example, it is difficult 0
predict failere of an individual machine or an agcident on express way but not
difficult to indicate what percentage of large number of wachines wmight suffer
from a breakdown in given period. Similarly, average number of accident om
expressway would remain stable over a fairly long period of time unless the
conditions have changed drastically.

The Law of fncrtin of Large Nuwmber: 1t states, *Other things being equal, as the
sample size increases the result tends to be more reliable and accurate. As the
sample size increases the possibility of the effect of extreme walues in data
recduces due to the compensation on the both sides, Thos, as the sample size
increases chances of stability of results enhance and confidence in our estimate of
the population increases. In the limiting case, if the sample size rgaches to the
population size we can exactly describe the characteristies of the population,

Many managers have doubts in using the result of statistical analvsis for decision-
making, particularly if the analysis goes against their intuition. Some of them also
relate i to their past experience when siatistical analysis has misled them. The
problem of misleading could be due to the incorrect use of data. This happens due
to Jack of understanding of statistical principles ot intentional fudging with the
tigurs with ulterior motives,

1.10.1 Comamon Statistical Issucs

There arc different types of statistical issues faced by a researcher. These are broadly
classified into the following groups:

Buta collection and recording stage: These include sampling plan, data collection
amel data representation,

Computing  pasic statistics: These ipclude proportions, computing  centra)
teedency, variation and skewness, measuring consisicncy of daty, frequency
distribution and cross abulation.

Sraristical 1estx of hypotheses: These include comparison of means, comparison of
proportions and comperison of variances.

Associgtions and relationship: These inclwde testing of dependence betwoen
attribuies, cortection and regression and non-parametric methods.



® Multivariate method: These include factor analysis, cluster analysis, discriminate 19
analysis, probit and logit analysis, path analysis, profile analysis, multivariate An Introduction to Statistics
ANOVA and analysis of factorial experiments.

Each of these requires a fundamental understanding of its statistical origin and

purpose.
Check Your Progress

Fill in the blanks:

1. Statistics (or Data) implies facts.

2. The word statistics is derived from the Italian word which
means ‘state’; and ‘Statista’ refers to a person involved with the affairs of
state.

3. . Hypotheses and significance tests form an important part of
statistics.

4. Searching the environment for information called the

activity.
5. If information or data is taken from each and every element of the
population, we are dealing with Statistics.
6. The modern statistical methods spread from Italy to France, Holland and
Germany in century.
1.11 LET US SUM UP

e The word ‘Statistics’ can be used in both ‘the plural’ and ‘the singular’ sense.

e In plural sense, it implies a set of numerical figures, commonly known as
statistical data.

e In singular sense, statistics implies a scientific method used for the collection,
analysis and interpretation of data.

® Any set of numerical figures cannot be regarded as statistics or data. A set of
numerical figures collected for the investigation of a given problem can be
regarded as data only if these are comparable and affected by a multiplicity of
factors.

® As a scientific method, statistics is used in almost every subject of natural and
social sciences.

e Statistics as a method can be divided into two broad categories viz. Theoretical
Statistics and Applied Statistics.

® Theoretical statistics can further be divided into Descriptive, Inductive and
Inferential statistics.

e Statistics is used to collect, present and analyze numerical figures on a scientific
basis.

® The use of various statistical methods help in presenting complex mass of data in
a simplified form so as to facilitate the process of comparison of characteristics in
two or more situations.
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e Statistics also provide important techniques for the study of relationship between
two or more characteristics (or variable), in forecasting, testing of hypothesis,
quality coutrol, decision-making, etc.

e Statistics as a scientific method has its importance in almost all subjects of natural
and social sciences.

e Statistics is an indispensable tool for the modern government to ensure efficient
running of its administration in addition to fulfillment of welfare objectives.

e [tis rather impossible to think of planning in the absence of statistics.
e The importance of statistics is also increasing in modern business worid.

e Every business, whether big or small, uses statistics for analysing various business
situations, including the feasibility ot launching a new business.

e The limitations of statistics must always be kept in mind.

e Statistical methods are applicable only if data can be expressed in terms of
numerical figures.

® The results of analysis are applicable to groups of individuals or units and are true
only on average, etc.

1.12 UNIT END ACTIVITY

Explain by giving reasons whether the following are data or not:

(a) Arun is more intefligent than Avinash.

(b) Arun got 75% marks in B.Sc. and Avinash got 70% marks in B.Com,
(c) Arun was bornon August 25, 1974.

1.13 KEYWORDS

Statistics: By statistics, we mean aggregate of facts affected to a marked extent by a
multiplicity of causes, numerically expressed, enumerated or estimated according to a
reasonable standard of accuracy, collected in a systematic manner for a predetermined
purpose and placed in relation to each other.

Applied Statistics: 1t consists of the application of statistical methods to practical
problems.

Descriptive Statistics: All those methods which are used for the collection,
classification, tabulation, diagrammatic presentation of data and the methods of
calculating average, dispersion, correlation and regression, index numbers, etc., are
included in descriptive statistics.

Inductive Statistics: 1t includes all those methods which are used to make
generalisations about a popuiation on the basis of a sample. The techniques of
forecasting are also included in inductive statistics.

Inferential Statistics: It includes all those methods which are used to test certain
hypotheses regarding characteristics of a population.

National Income Accounting: The system of keeping the accounts of income and
expenditure of a country is known as national income accounting.

Numerical Facts: Quantitative facts are capable of being represented in the form of
numerical figures and therefore, are also known as numerical facts.



Qualitative Facts: These facts represent only the qualitative characteristics like . 21
honesty, intelligence, colour of eyes, beauty, etc. P Injrsdianiant o Shatisues

Quantitative Facts: The facts which are capable to be expressed in forms of
quantity/amount are called.

1.14 QUESTIONS FOR DISCUSSION

1. Define the term statistics.

Distinguish between statistical methods and statistics.

Discuss the scope and significance of the study of statistics.

2w

“Statistics are numerical statements of facts, but all facts stated numerically are
not statistics”. Clarify this statement and point out briefly which numerical
statements of facts are statistics.

5. Discuss briefly the utility of statistics in economic analysis and business.

6. “Statistics are the straws out of which one like other economists have to make
bricks”. Discuss.

7. “Science without statistics bear no fruit, statistics without science have no roots”.
Explain the statement.

8. “It is vsually said that statistics is science and art both”. Do you agree with this
statement? Discuss the scope of statistics.

9. “Statistics is not a science, it is a scientific method”. Discuss it critically and
explain the scope of statistics.

10. Explain clearly the three meanings of the word ‘Statistics’ contained in the
following statement: “You compute statistics from statistics by statistics”.

11. “Statistics is the backbone of decision-making”. Comment.
12. Discuss the nature and scope of statistics.

13. What are the fields of investigation and research where statistical methods and
techniques can be usefully employed?

14. Explain the importancre of statistics in economic analysis and planning.

Check Your Progress: Model Answer
1. Numerical
Stato

Inferential

2

3

4. Intelligence
5. Descriptive
6

l 61]1
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2.0 AIMS AND OBJECTIVES

After studying this lesson, you should be ablic to:
e Explum the Organisation of Statistical Investigation

e Explain collcction, editing and c¢lassification of primary and secondary dasa

o Befine tabulation and presentation of data

2.2 INTRODUCTION

By she ierm investigation (or enquiry), we mean the scarch fer infermation or
knowledge. Statistical investigatien thus implies search for knowledge with the help
of statistical devices like collection, classificatian, analysis and interpretation, etc.
According to Grriffin, “Statisiical enguiries have ahways required consideralile skifl on
the part of the statistician reoted in & broad knowledge of the subject matter area and
cembined with considerable ingenuity in overceming practical difficulties.” So to
apply statistical methods 1o any prebiem it is necessary to collect the numerical facts
since statistical analysis is not possible without them.



Once the researcher has decided the ‘Research Design’ the next job is of data
collection. For data to be useful, our observations need to be organized so that we can
get some patterns and come to logical conclusions. Statistical investigation requires
systematic collection of data, so that all relevant groups are represented in the data.
Depending upon the sources utilized, whether the data has come from actual
observations or from records that are kept for normal purposes, statistical data can be
classified into two categories — primary and secondary data.

2.2 ORGANISATION OF STATISTICAL INVESTIGATION

The search for knowledge, done by analysing numerical facts, is known as a statistical
investigation. A statistical investigation is a process of collection and analysis of data.
The relevance and accuracy of data obtained in an investigation depends directly upon
the care with which it is planned. A properly planned investigation can give the best
results with least cost and time. The investigation of the levels of living of the
inhabitants of a particular area, the investigation of relationship between rainfall and
the yield of a crop, etc., are some examples of statistical investigation.

A statistical investigation can be done by collecting numeral facts or data through the
conduct of statistical surveys. The collected data are then analysed to get the results.
Statistical investigation is a long and comprehensive process. It extends over various
stages from initial planning to the final preparation of the report. The various stages
are mentioned below:

. Planning of statistical investigation
Collection of data

Editing of data

2

3

4. Presentation of data
5. Analysis of data

6 .Interpretation of data
7

Preparation of the report

2.2.1 Planning of Statistical Investigation

A proper system is essential for conducting a statistical investigation. Planning must
precede the execution. Careful planning is essential to get the best results at the
minimum cost and time. It is essential to consider the following points while planning
a statistical investigation:

. Objective of the enquiry should be fully known.
Scope of the enquiry should be determined.

2
3. Nature of information to be collected should be decided.
4. Unit of data collection should be defined.

5

Source of data collection or type of data to be used, that is, primarily or secondary
should be decided.

6. Method of data collection, that is, census or sampling method, should be decided
beforehand.

7. Choice of frame should be made.

8. Reasonable standard of accuracy should be fixed.

25
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2.2.2 Collection of Data

Collection data is the first step in a statistical investigation. The person who conducts
the enquiry is known as ‘investigator’. The persons who help the investigator in
collecting the information are called ‘enumerators’. The persons from whom the
information is collected are known as ‘respondents”.

The primary task in any statistical enquiry is to determine its aims and objectives.
Once these objectives have been determined, the next task is to collect the data. The
data to be used can be of two types namely (1) Primary data and (2) Secondary data.

2.2.3 Editing of Data

When the researcher collects the data it is in raw form and it needs to be edited,
organized and analyzed. The raw data needs to be transformed into a comprehensible
form of data. The first steps in this process are to edit the data. The edited data is then
coded and inferences are drawn. The editing of the data is not a complex task but it
requires an experienced, talented and knowledgeable person to do so. With editing the
data the researcher makes sure that all responses are now very clear to understand.
Bringing clarity is important otherwise the researcher can draw wrong inferences from
the data. Sometimes the respondents make some spelling and grammatical mistakes
the editor needs to correct them. The respondents might not be able to express their
opinion in proper wording. The editor can rephrase the response, but he needs to be
very careful in doing so. Any bias can be introduced by taking the wrong meanings of’
the respondents’ point of view.

2.2.4 Presentation of Data

Presenting the data includes the pictorial representation of the data by using graphs,
charts, maps and other methods. These methods help in adding visual aspect to data
which makes it much easier and quick to understand. A great presentation can be a
deal maker or deal breaker. Some people make extremely effective presentation with
the same set of facts and figures which are available with others. At times people who
did all the hard work but failed to present it present it properly have lost important
contracts, the work which they did is unable to impress the decision makers. You can
have variety of data which can be used in presentations. Some of these types include:

® Time Series Data
e Bar Charts
e Combo Charts

e Pie Charts
@ Tables
e (Geo Map

e Scorecard

e Scatter Charts
e Bullet Charts
® Area Chart

e Text & Images

2.2.5 Analysis of Data

Data analysis helps in interpretation of data and takes a decision or answer the
research question. Data analysis starts with the collection of data followed by sorting



and processing it. Processed data helps in obtaining information from it as the raw
data is non-comprehensive in nature. Data analysis helps people in understanding the
results of surveys conducted, makes use of already existing studies to obtain new
results. Analysis of data helps in validating the existing study or to add/expand
existing study.

2.2.6 Interpretation of Data

The collection of the data is followed by the analysation of the data, which further is
followed by the interpretation of the data. This step enables the researcher to interpret
the results which have been obtained from the analysation of the data.

According to C. William Emory, “Interpretation has two major aspects namely
establishing continuity in the research through linking the resulls of a given study with
those of another and the establishment of some relationship with the collected data.
Interpretation can be defined as the device through which the factors, which seem to
explain what has been observed by the researcher in the course of the study, can be
better understood. Interpretation provides a theoretical conception which can serve as
a guide for the further research work”.

Interpretation of the data has become a very important and essential process, mainly
because of some of the following factors:

® Lnables the researcher to have an in — depth knowledge about the abstract
principle behind his own findings.

® The researcher is able to understand his findings and the reasons behind their
existence.

e More understanding and knowledge can be obtained with the help of the further
research.

® Provides a very good guidance in the studies relating to the research work.

e Sometimes may result in the formation of the hypothesis.

2.2.7 Preparation of the Report

A report is the formal writing up of a project or a research investigation. A report has
clearly defined sections presented in a standard format, which are used to tell the
reader what you did, why and how you did it and what you found. Reports differ from
essays because they require an objective writing style which conveys information
clearly and concisely.

2.3 COLLECTION OF DATA

The collection and analysis of data constitute the main stages of execution of any
statistical investigation. The procedure for collection of data depends upon various
considerations such as objective, scope, nature of investigation, etc. Availability of
resources like money, time, manpower, etc., also affects the choice of a procedure.
Data may be collected either from a primary or from a secondary source. They are
described below.

2.3.1 Types of Data — Primary and Secondary

Data used in statistical study is termed either ‘primary’ or ‘secondary’ depending upon
whether it was collected specifically for the study undertaken or for some other
purposes.

When the data used in a statistical study was collected under the control and
supervision of the investigator, such type of data is referred to as ‘primary data’.
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Primary dats are collected afresh and for the first time, and thus, happen to be original
in character, On the other hand, when the data is not eolleeted for this purpose, but is
derived from other sources then sech data is referred to as ‘secondary data®. Generally
speaking, secondary data are coliected by some other organtzaiion to satisfy (their need
bul beirg used by someone else Tor entirely different reasons.

The difference between primary and secondary data is only in terms of degree, For
example, data. which are primary in the hands of one, becomes secondary in the hands
of another, Suppose an investigatur wants 10 study the working conditions of labourers
in an industry, If the iovestizator or his agent collects the data directly, then it is called
a fprimary data’, But if subsequently someone else uses this collected data for some
oiker purpose, then this data bevomes a *secondary data’.

2.3.2 Methods of Collecting Primary Data

Gencrally, for managerial decision-making, it is necessary to analyze information
regarding a iarge number of charagteristics. Coilection of primary data inay thus be
time consuming, expensive, and henee requires a gicat deal of deliberation. According
lg the natwre of information reguired, ong of the following methods or their
combination could be selected.

o (Mhservation Method: In this method, investigator colbeets the data throueh histher
personal cbservations. This method is very useful if data is created in the system
through capluring transactions. Computerized transaction processing could be
modified to generate necessary data or information. An investigator well versed
wilh the ystem or a part of the syslem iy ideally swited for collecting this kind of
data. Since the investigator is saolely involved in coliecting the data, hissher
training, skill and knowledge plays an important role as far as the quality of the
data s concerned. Sometimes, andiofvideo aids could alio be used to record the
observations.

® Tndirect Investigiation: In this case, data is collected from a person, who is likely
10 have informatton ahouot the problem under sudy. The informarion collected by
oral or written interrogation forms a primary data. Usually enguiny commissions,
baard of mvestigations, investigation ams and committees collect data i this
manner. Quality of the data [argely depends upon e person interviewed. histher
motives, memory ahd co-operation, and inlcrviewsr’s repute and rapport with the
person being interviewed, We should be careful while collecting dara by this
methinl.

o Quesrigirnaire with Perspnot Taterview: This is by far the most common and
popudar method. In this meihod, individvals are personally intervicwed and
answers recorded to collect the data. Cruestinnnaire is stroctured and followed in
specific sequence. Oueasionally, a parl of the questionnaire may be unstructiired
1o motivate the interviewee to give additional information or information on
mlitmate matiers. Accuracy of the data depends on the ability, sincerity and
tactfulness of the interviewer to conduct the intervicw in friendly and professional
enviramment.

o  Muiled Questionnaire: 10 this case, structured gquestionnaire is mailed to sclecicd
persons with request to fill them and return, Supplementary information ciarifying
terms, explainiitg process, €to., 15 also atached with the questions. In a few cases,
inducements tor filling and returning the questionnaire are also given, Covering
leiter with a guestionnaire is necessary for developing rapport, explaining the
reason for collecting the data, and alleviating fears of the respondent if any. It is
assumed that the respondsgts are literate and can answer the guestions withoul any
ambiguity. This is a less expensive and faster method to collect large volume of



data, over a wide geographic area, in standard form, and at the convenience of the
respondent. This method is, therefore, most popular and extensively used.
However, we must guard against two disadvantages of this method viz. absence of
interviewer, resulting in large proportion of non-response and possibility of
lowering of the reliability of the responses if the respondent is not motivated
enough. These shortcomings could be overcome by increasing sample size and
comprehensive design of questionnaire.

® Telephonic Interview: This method is less expensive but limited in scope as the
respondent must possess a telephone and has it listed. Further, the respondent
must be available and in the frame of mind to provide correct answers. This
method is comparatively less reliable for public surveys. However, for industrial
survey, in developed regions, and with known customers, this method could be the
best suited. Obviously, in this method, there is a limit to the number of questions
that the interviewee could answer in three to four minutes. If there are just three to
five yes/no type questions and two to three short questions, this method is very
efficient.

e [nternet Surveys: Of late, Internet surveys have become popular. These are less
expensive, fast and could be interactive. However, its scope is limited to those
who have regular Internet access. With rapid growth in personal computers and
Internet connectivity it would be one of the main methods of collecting primary
data. With its interactivity and multimedia facilities it combines the advantages of
other methods.

2.3.3 Merits and Demerits of Collecting Primary Data

Type of research, its purpose, conditions under which the data are obtained will
determine the method of collecting the data. If relatively few items of information are
required quickly, and funds are limited telephonic interviews are recommended. If
respondents are industrial clients Internet could also be used. 1f depth interviews and
probing techniques are to be used, it is necessary to employ investigators to collect
data. Thus, each method has its utility and none is superior in all situations. We could
combine two methods to improve the quality of data collected. For example, when a
- wide geographical area is being covered, the mail questionnaires supplemented by
personnel interviews will yield more reliable results.

Merits
e Original data are collected.

@ C(Collected data are more accurate and reliable.

e The investigator can modify or put indirect questions in order to extract
satisfactory information.

® The collected data are often homogeneous and comparable.

e Some additional information may also get collected, along with the regular
information, which may prove to be helpful in future investigations.

e Misinterpretations or misgivings, if any, on the part of the respondents can be
avoided by the investigators. .

e Since the information is collected from the persons who are well aware of the
situation, it is likely to be unbiased and reliable.

e This method is particularly suitable for the collection of confidential information.
For example, a person may not like to reveal his habit of drinking, smoking,
gambling, etc., which may be revealed by others.
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Demerits

e This method is expensive and time consuming, particularly when the field of
investigation is large.

® [tisnot possible to properly train a large team of investigators.

e The bias or prejudice of investigators can affect the accuracy of data to a large
extent.

e Data are collected as per the convenience and willingness of the respondents.
e The persons, providing the information. may be prejudiced or biased.

e Since the interest of the person, providing the information, is not at stake, the
collected information is often vague and unreliable.

e The information collected from different persons may not be homogeneous and
comparable.

2.3.4 Methods of Collecting Secondary Data

Secondary data is one that has been collected/analyzed by some other agency for
another purpose.

Sources of secondary data could be:

® Various publications of central, state and local governments. This is an important
and reliable source to get unbiased data.

® Various publications of foreign governments or of international bodies. Although
it is a good source, context under which it is collected needs to be verified before
using this data. For international situations, this data could be very useful and
authentic.

e Journals of trade, commerce, economics, scientific, engineering, medicine, etc.
This data could be very reliable for a specific purpose.

e Other published sources like books, magazines, newspapers, reports, etc.

Unpublished data, based on internal records and documents of an organization could
provide most authentic and much cheaper information provided we could identify the
source. Diaries, letters, etc. could also provide a secondary data. The problem with the
unpublished data is that it’s difficult to locate and get access.

2.4 DESIGNING QUESTIONNAIRE

The success of collecting data through a questionnaire depends mainly on how
skillfuily and imaginatively the questionnaire has been designed. A badly designed
questionnaire will never be able to gather the relevant data.

In designing the questionnaire, some of the important points to be kept in mind are:

® Covering letter: Every questionnaire should contain a covering letter. The
covering letter should highlight the purpose of study and assure the respondent
that all responses will be kept confidential. It is desirable that some inducement or
motivation is provided to the respondent for better response. The objectives of the
study and questionnaire design should be such that the respondent derives a sense
of satisfaction through his involvement.

® Number of questions should be kept to the minimum: The fewer the questions,
the greater the chances of getting a better response and of having all the questions
answered. Otherwise the respondent may feel disinterested and provide inaccurate



answers particularly towards the end of the questionnaire. As a rough indication,
the number of questions should be between 10 to 20. If number of questions have
to be more than 25, it is desirable that the questionnaire be divided into various
parts to ensure clarity.

Questions should be simple, short and unambiguous: The questions should be
simple, short, and easy to understand and such that their answers are
unambiguous. For example, if the question is, “Are you literate?” the respondent
may have doubts about the meaning of literacy. To some, literacy may mean a
university degree whereas to others even the capacity to read and write may mean
literacy. Hence, it is desirable to specify “Have passed (a) high school,
(b) graduation and (c) post-graduation”.

Type of questions: Questions can be of Yes/No type, or of multiple choices
depending on the requirement of the investigator. Open-ended questions should
generally be avoided.

Questions of sensitive or personal nature should be avoided: The questions
should not require the respondent to disclose any private, personal or confidential
information. For example, questions relating to sales, profits, marital happiness,
tax liability, etc., should be avoided as far as possible. 1f such questions are
necessary in the survey, an assurance should be given to the respondent that the
information provided shall be kept strictly confidential and shall not be used at
any cost to respondent’s disadvantage.

Answers to questions should not require calculations: The questions should be
framed in such a way that their answers do not require any calculations.

Logical arrangement: The questions should be logically arranged so that there is
a continuity of responses and the respondent does not feel the need to refer back to
the previous questions. It is desirable that the questionnaire should begin with
some introductory questions followed by vital questions crucial to the survey and
ending with some light questions so that the overall impression of the respondent
is a happy one.

Crosscheck and footnotes: The questionnaire should contain some such
questions, which act as a crosscheck to the reliability of the information provided.
For example, when a question relating to income is asked, it is desirable to include
a question: “Are you an income tax payer?” Certain questions might create a
doubt in the mind of respondents. For the purpose of clarity, it is desirable to give
footnotes. The purpose of footnotes is to clarify all possible doubts, which may
emerge from the questions and cannot be removed while framing them. For
example, if a question relates to income limits like 1000-2000, 2000-3000, etc., a
person getting exactly ¥ 2000 should know in which income class he has to place
himself.

Pre-test the questionnaire: Once the questionnaire has been designed, it is
important to pre-test it. The pre-testing is also known as pilot survey because it
precedes the main survey work. Pre-testing allows rectification of problems,
inconsistencies, repetition, etc. Proper testing, revisiting, and re-testing, yields
high dividends.

2.4.1 Importance of Questionnaire in Research

To study: -

Behaviour, past and present

Demographic characteristics such as age, sex, income and occupation
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® Level of knowledge

2.4.2 Developing a Good Questionnaire
e It must be simple. The respondents should be able to understand the quéstions.
e It must generate replies that can be easily be recorded by the interviewer.

e [t should be specific, so as to allow the interviewer to keep the interview to the
point.

e Itshould be well arranged, to facilitate analysis and interpretation.

e [t must keep the respondent interested throughout.
2.4.3 Merits and Demerits of Questionnaire Method

Mevrits

e This method is useful for the collection of information from an extensive area of
investigation. '

e This method is economical as it requires less time, money and labour.
e The collected information is original and more reliable.

® Itis free from the bias of the investigator.

Demerits

® Very often, there is problem of 'non-response' as the respondents are not willing to
provide answers to certain questions.

® The respondents may provide wrong information if the questions are not properly
understood.

e Itis not possible to collect information if the respondents are not educated.
e |t is not possible to ask supplementary questions, the method is not flexible.

® The results of an investigation are likely to be misleading if the attitude of the
respondents is biased.

@ The process is time consuming, particularly when the information is to be
obtained by post.

2.5 TYPES OF QUESTIONNAIRE

Some of the types of questionnaire are given below:

{. Structured and non-disguised
Structured and disguised

Non-structured and Disguised

o

Non-structured and Non-disguised

2.5.1 Structured and Non-disguised Questionnaire

Here, questions are structured so as to obtain the facts. The interviewer will ask the
questions strictly in accordance with the pre-arranged order. For example, what are the
strengths of soap A in comparison with soap B?

e Costis less



e Lasts longer

® Better fragrance

® Produces more lather

® Auvailable in more convenient sizes

Structured and non-disguised questionnaire is widely used in market research.
Questions are presented with exactly the same wording and same order to all
respondents. The reason for standardizing the question is to ensure that all respondents
reply the same question. The purpose of the question is clear. The researcher wants the
respondent to choose one of the five options given above. This type of questionnaire is
easy to administer. The respondents have no difficulty in answering, because it is
structured, the frame of reference is obvious.

In a non-disguised type, the purpose of the questionnaire is known to the respondent.

Example: “Subjects attitude towards Cyber laws and the need for government
legislation to regulate it”.

e Certainly, not needed at present
® (Certainly not needed

® [ can’tsay

® Very urgently needed

® Not urgently needed

2.5.2 Structured and Disguised Questionnaire

This type of questionnaire is least used in marketing research. This type of
questionnaire is used to know the peoples’ attitude, when a direct undisguised
question produces a bias. In this type of questionnaire, what comes out is “what does
the respondent know” rather than what he feels. Therefore, the endeavour in this
method is to know the respondent’s attitude.

Currently, the “Office of Profit” Bill is:

e [nthe Lok Sabha for approval.

e Approved by the Lok Sabha and pending in the Rajya Sabha.
e Passed by both the Houses, pending the presidential approval.
® The bill is being passed by the President.

Depending on which answer the respondent chooses, his knowledge on the subject is

classified.

In a disguised type, the respondent is not informed of the purpose of the questionnaire.

Here the purpose is to hide “what is expected from the respondent?”

Examples:

e “Tell me your opinion about Mr. Ram’s healing effect show conducted at
Bangalore?”

e “What do you think about the Babri Masjid demolition?”

2.5.3 Non-structured and Disguised Questionnaire

The main objective is to conceal the topic of enquiry by using a disguised stimulus.
Though the stimulus is standardized by the researcher, the respondent is allowed to
answer in an unstructured manner. The assumption made here is that individual’s
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reaction is an indication of respondent’s basic perception. Projective techniques are
examples of non-structured disguised technique. The techniques involve the use of a
vague stimulus, which an individual is asked to expand or describe or build a story,
three common types under this category are (a) Word association, (b) Sentence
completion and (c} Story telling.

2.5.4 Non-structured and Non-disguised Questionnaire

Here the purpose of the study is clear, but the responses to the question are open-
ended.

Example: “How do you feel about the Cyber law currently in practice and its need for
further modification”? The initial part of the question is consistent. After presenting
the initial question, the interview becomes much unstructured as the interviewer
probes more deeply. Subsequent answers by the respondents determine the direction
the interviewer takes next. The question asked by the interviewer varies from person
to person. This method is called “the depth interview”. The major advantage of this
method is the freedom permitted to the interviewer. By not restricting the respondents
to a set of replies, the experienced interviewers will be above to get the information
from the respondent fairly and accurately. The main disadvantage of this method of
interviewing is that it takes time, and the respondents may not co-operate. Another
disadvantage is that coding of open-ended questions may pose a challenge.

For example, when a researcher asks the respondent “Tell me something about your
experience in this hospital”. The answer may be “Well, the nurses are slow to attend
and the doctor is rude. ‘Slow’ and ‘rude’ are different qualities needing separate
coding. This type of interviewing is extremely helpful in exploratory studies.

2.6 PREPARATION OF QUESTIONNAIRE

The following are the seven steps:

1 i 2 3
Determine what What type ot L——> Decide on the
information is needed questionnaire to be used type of questions
6 5 . . _
Pretest Deciding on the layout Decide on the wording
‘ of questions
7
Revise and prepare

final questionnaire J

Figure 2.1: Seven Steps in Questjionnaire

2.6.1 Determine What Information is Needed

The first question to be asked by the market researcher is “what type of information
does he need from the survey?” This is valid because if he omits some information on
relevant and vital aspects, his research is not likely to be successful. On the other
hand, if he collects information which is not relevant, he is wasting his time and

money.

At this stage, information required, and the scope of research should be clear,
Therefore, the steps to be followed at the planning stage are:

® Decide on the topic for research.



® Get additional information on the research issue, from secondary data and
exploratory research. The exploratory research will suggest “what are the relevant
variables?”

e (Gather what has been the experience with similar study.

® The type of information required. There are several types of information such as
(a) awareness, (b) facts, (c) opinions, (d) attitudes,
(e) future plans,and (f) reasons.

Facts are usually sought out in marketing research.

Example: Which television programme did you see last Saturday? This requires a
reasonably good memory and the respondent may not remember. This is known as
recall loss. Therefore questioning the distant past should be avoided. Memory of
events depends on (1) Importance of the events and (2) Whether it is necessary for the
respondent to remember. In the above case, both the factors are not fulfilled.
Therefore, the respondent does not remember. On the contrary, a birthday or wedding
anniversary of individuals is remembered without effort since the event is important.
Therefore, the researcher should be careful while asking questions about the past.
First, he must make sure that the respondent has the answer.

Example: Do you go to the club? He may answer ‘yes’, though it is untrue. This may
be because the respondent wants to impress upon the interviewer that he belongs to a
well-to-do family and can afford to spend money on clubs. To obtain facts, the
respondents must be conditioned (by good support) to part with the correct facts.

2.6.2 Mode of Collecting the Data

The questionnaire can be used to collect information either through personal
interview, mail or telephone. The method chosen depends on the information required
and also the type of respondent. If the information is to be collected from illiterate
individuals, a questionnaire would be the wrong choice.

2.6.3 Types of Questions

The types of questions are given below:

Open-ended Questions
These are questions where respondents are free to answer in their own words.

Example: “What factor do you consider while buying a suit”? 1f multiple choices are
given, it could be colour, price, style, brand, etc., but some respondents may mention
attributes which may not occur to the researcher.

Therefore, open-ended questions are useful in exploratory research, where all possible
alternatives are explored. The greatest disadvantage of open-ended questions is that
the researcher has to note down the answer of the respondents verbatim. Therefore,
there is a likelihood of the researcher failing to record some information.

Another problem with open-ended question is that the respondents may not use the
same frame of reference.

Example: “What is the most important attribute in a job?”
Answer: Pay

The respondent may have meant “basic pay” but interviewer may think that the
respondent is talking about “total pay including dearness allowance and incentive”.
Since both of them refer to pay, it is impossible to separate two different frames.
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Dichotomous Question

These questions have only two answers, ‘Yes” or ‘no’. ‘true’ or “false’ ‘usc’ or ‘don’t
use’.

Do you use toothpaste? Yes oo No ..o

There is no third answer. However sometimes, there can be a third answer.
Example: “Do you like to watch movies?”

Answer: Neither like nor dislike

Dichotomous questions are most convenient and easy to answer.

Close-ended Questions

There are two basic formats in this type:

1. Make one or more choices among the alternatives
2. Rate the alternatives

(a) Choice among Alternatives: Which of the following words or phrases best
describes the kind of person you feel would be most likely to use this product,
based on what you have seen in the commercial?

Young ............ old................

Single ............ Married ...........

Modern ............ Old fashioned ..................
(b) Rating Scale

(i) Please tell us your overall reaction to this commercial?
¢ A great commercial would like to see again.
¢ Just so-so, like other commercials.
¢ Another bad commercial.
¢ Pretty good commercial.

(ii) Based on what vou saw in the commercial, how interested do you feel, you
would be buying the products?

¢ Definitely

¢ Probably I would buy

¢ | may or may not buy

¢ Probably 1 would not buy
¢ Definitely [ would not buy

Closed-ended questionnaires are easy to answer. It requires less effort on the part of
the interviewer. Tabulation and analysis is easier. There are lesser errors, since the
same questions are asked to everyone. The time taken to respond is lesser. We can
compare the answer of one respondent to another respondent.

One basic criticism of closed-ended questionnaires is that middle alternatives are not
included in this, such as “don’t know”. This will force the respondents to choose
among the given alternative.



2.6.4 Wordings of Questions

Wordings of particular questions could have a large impact on how the respondent
interprets them. Even a small shift in the wording could alter the respondent’s
answer.

Examples:

® “Don’t you think that Brazil played poorly in the FIFA cup?” The answer will be
‘yes’. Many of them, who do not have any idea about the game, will also most
likely say ‘yes’. If the question is worded in a slightly different manner, the
response will be different.

e “Do you think that, Brazil played poorly in the FIFA cup?”’ This is a
straightforward question. The answer could be ‘yes’, ‘no’ or ‘don’t know’
depending on the knowledge the respondents have about the game.

e “Do you think anything should be done to make it easier for people to pay their
phone bill, electricity bill and water bill under one roof”?

e “Don’t you think something might be done to make it easier for people to pay
their phone bill, electricity bill, water bill under one roof™?

A change of just one word as above can generate different responses by respondents.
Guidelines towards the use of correct wording:

Is the vocabulary simple and familiar to the respondents?

Examples:

e [nstead of using the word ‘reasonably’, ‘usually’, ‘occasionally’, ‘generally’, ‘on
the whole’.

e “How often do you go to a movie?”” “Often, may be once a week, once a month,
once in two months or even more.”

2.6.5 Avoid Double-Barrelled Questions

These are questions, in which the respondent can agree with one part of the
question, but not agree with the other or cannot answer without making a particular
assumption.
Examples:

e “Do you feel that firms today are employee-oriented and customer-oriented?”
There are two separate issues here — [yes] [no]

® “Are you happy with the price and quality of branded shampoo?” [ves] [no]

2.6.6 Avoid Leading and Loading Questions

Leading Questions

A leading question is one that suggests the answer to the respondent. The question
itself will influence the answer, when respondents get an idea that the data is being
collected by a company. The respondents have a tendency to respond positively.
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Examples:

I. “How do you like the programme on ‘Radio Mirchy’? The answei is likely to be
‘yes’. The unbiased way of asking is “which is your favourite F M. Radio station?
The answer could be any one of the four stations namely:

(a) Radio City
(b) Mirchi
(c) Rainbow
(d) Radio-One

2. Do you think that offshore drilling for oil is environmentally unsound? The most
probable response is ‘yes’. The same question can be modified to eliminate the
leading factor. '

What is your feeling about the environmenta! impact of offshore drilling for 0il? Give
choices as follows:

® Offshore drilling is environmentally sound.

e Offshore drilling is environmentatly unsound.

e No opinion.

Loaded Questions

A leading question is also known as a loaded question. In a loaded question, special
emphasis is given to a word or a phrase, which acts as a lead to respondent.
Examples:

e “Do you own a Kelvinator refrigerator?”

® A better question would be “what brand of refrigerator do you own?”

® “Don’t you think the civic body is ‘incompetent’?”

e Here the word incompetent is ‘loaded’.

Are the Questions Confusing?

If there is a question unclear or is confusing, then the respondent becomes more biased
rather that getting enlightened.

Example: “Do you think that the government publications are distributed
effectively”?

This is not the correct way, since respondent does not know what the meaning of the
word effective distribution is. This is confusing. The correct way of asking questions
is “Do you think that the government publications are readily available when you want
to buy?”

Example: “Do you think whether value price equation is attractive”? Here,
respondents may not know the meaning of value price equation.
Applicability

“[s the question applicable to all respondents?” Respondents may try to answer a
question even though they don’t qualify to do so or may lack from any meaningful
opinion.



Examples:

® “What is your present education level”

® “Where are you working” (assuming he is employed)?

® “From which bank have you taken a housing loan” (assuming he has taken a
loan).

Avoid Implicit Assumpfions

An implicit alternative is one that is not expressed in the options. Consider following
two questions:

1. Would you like to have a job, if available?
2. Would you prefer to have a job, or do you prefer to do just domestic work?
Even though, we may say that these two questions look similar, they vary widely. The

difference is that Q-2 makes explicit the alternative implied in Q-1.

2.6.7 Split Ballot Technique

This is a procedure used wherein (1) The question is split into two halves and
(2) Different sequencing of questions is administered to each half. There are occasions
when a single version of questions may not derive the correct answer and the choice is
not obvious to the respondent.

Example: “Why do you use Ayurvedic soap”? One respondent might say “Ayurvedic
soap is better for skin care”. Another may say “Because the dermatologist has
recommended”. A third might say “It is a soap used by my entire family for several
years”. The first respondent answers the reason for using it at present. The second
respondent answers how he started using. The third respondent says “the family
tradition for using”. As can be seen, different reference frames are used. The question
may be balanced and rephrased.

Complex Questions

In which of the following do you like to park your liquid funds?

® Debenture

® Preferential share

e Equity linked M.F

e [PO

® Fixed deposit

If this question is posed to the general public, they may not know the meaning of
liquid fund. Most of the respondents will guess and tick one of them.

Are the Questions Too Long?

Generally as a thumb rule, it is advisable to keep the number of words in a question
not exceeding 20. The question given below is too long for the respondent to
comprehend, leave alone answer.

Example: Do you accept that the people whom you know, and associate yourself have
been receiving ESI and P.F benefits from the government accept a reduction in those
benefits, with a view to cut down government expenditure, to provide more resources
for infrastructural development?

Yes No Can’t say
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Participation at the Expense of Accuracy

Sometimes the respondent may not have the information that is needed by the
researcher.

Examples:

® The husband is asked a question “How much does your family spend on groceries
i a week”? Unless the respondent does the grocery shopping himself, he will not
know how much has been spent. In a situation like this, it will be helpful to ask a
‘filtered question’. An example of a filtered question can be, “Who buys the
groceries in your family”?

e “Do you have the information of Mr. Ben’s visit to Bangalore”? Not only should
the individual have the information but also (he) should remember the same. The
inability to remember the information is known as “recall loss”.

2.6.8 Sequence and Layout

Some guidelines for sequencing the questionnaire are as follows:

Dividing the Questionnaire

Divide the questionnaire into three parts:
1. Basic information

2. Classification

3. Identification information

Items such as age, sex, income, education, etc. are questioned in the classification
section. The identification part involves body of the questionnaire. Always move from
general to specific questions on the topic. This is known as funnel sequence.
Sequencing of questions is illustrated below:

I. Which TV shows do you watch?
Sports News
2.  Which among the following are you most interested in?
Sports News
Music Cartoon
3. Which show did you watch last week?
World Cup Football '
Bournvita Quiz Contest
War News in the Middle East
Tom and Jerry cartoon show

The above three questions follow a funnel sequence. If we reverse the order of
guestion and ask “which show was watched last week?” the answer may be biased.
This example shows the importance of sequencing. )

Layout

How the questionnaire looks or appears.



Example: Clear instructions, gaps between questions, answers and spaces are part of
layout. Two different layouts are shown below:

Layour 1: How old is your bike?
Less than | year
1 to 2 years
2 to 4 years
more than 4 years
Layout 2: How old is your bike?
Less than | year
_ lto2years
__2to4years
More than 4 years

From the above example, it is clear that layout — 2 is better. This is because likely
respondent error due to confusion is minimised.

Therefore, while preparing a questionnaire start with a general question. This is
followed by a direct and simple question. This is followed by more focused questions.
This will elicit maximum information.

Forced and Unforced Scales

Suppose the questionnaire is not provided with ‘don’t know’ or ‘no option’, then the
respondent is forced to choose one side or the other. “Don’t know” is not a neutral
response. This may be due to genuine lack of knowledge.

Balanced and Unbalanced Scales

In a balanced scale, the numbers of favourable responses are equal to the number of.

unfavourable responses. If the researcher knows that there is a possibility of a
favourable response, it is best to use unbalanced scale.
Use Funnel Approach

Funnel sequencing gets the name from its shape, starting with broad questions and
progressively narrowing down the scope. Move from general to specific examples.

e How do you think this country is getting along in its relations with other
~ countries?

e How do you think we are doing in our relations with the US?
e Do you think we ought to be dealing with US?
e Ifyes, what should be done differently?

e Some say we are very weak on the nuclear deal with the US, while, some say we
are OK. What do you feel?

The first question introduces the general subject. In the next question, a specific
country is mentioned. The third and fourth questions are asked to seek views. The fifth
question is to seek a specific opinion.

Pre-testing of Questionnaire

Pre-testing of a questionnaire is done to detect any flaws that might be present.
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Example: The word used by researcher must convey the same meaning to the
respondents. Are instructions clear skip questions clear?

One of the prime conditions for pre-testing is that the sample chosen for pre-testing
should be similar to the respondents who arc ultimately going to participate. Just
because a few chosen respendents fill in all the questions going does not mean that the
questionnaire is sound.

How Many Questions to be Asked?

The questionnaire should not be too long as the response will be poor. There is no rule
to decide this. However, the researcher should consider that if he were the respondent,
how he would react to a lengthy questionnaire. One way of deciding the length of the
questionnaire is to calculate the time taken to complete the questionnaire. He can give
the questionnaire to a few known people to seek their opinion.

2.7 MAIL QUESTIONNAIRE

Mail questionnaires can be explained as the questionnaires that are mailed to the
respondents who can complete them at their convenience in their homes and at their
own pace. They are expected to meet with a better response rate when respondents are
notified in advance about the forthcoming survey and a reputed research organisation
administers them with its own introductory cover letter.

2.7.1 Advantages of Mail Questionnaire
e FEasier to reach a larger number of respondents throughout the country.

® Since the interviewer is not present face to face, the influence of interviewer on
the respondent is eliminated.

e Where the questions asked are such that they cannot be answered immediately,
and needs some thinking on the part of the respondent, the respondent can think
over leisurely and give the answer.

® Saves cost (cheaper than interview).
® No need to train interviewers.

® Personal and sensitive questions are well answered.

2.7.2 Limitations of Mail Questionnaire
e It is not suitable when questions are difficult and complicated.
Example: “Do you believe in value price relationship”?

® When the researcher is interested in a spontaneous response, this method is
unsuitable. Because thinking time allowed to the respondent will influence the
answer,

Example: “Tell me spontanecusly, what comes to your mind if [ ask you about
cigarette smoking”.

e In case of a mail questionnaire, it is not possible to verify whether the respondent
himself/herself has filled the questionnaire. If the questionnaire is directed
towards the housewife, say, to know her expenditure on kitchen items, she alone is
supposed to answer it. Instead. if her husband answers the questionnaire, the
answer may not be correct.

® Any clarification required by the respondent regarding questions is not possible.

Example: Prorated discount, product profiie, marginal rate, etc., may not be
understood by the respondents.
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® Poor response (30%) - Not all reply.

2.7.3 Additional Consideration for the Preparation of Mail Questionnaire
® [tshould be shorter than the questionnaire used for a personal interview.
® The wording should be extremely simple.

e [f a lengthy questionnaire has to be made, first write a letter requesting the
cooperation of the respondents.

® Provide clear guidance, wherever necessary.

e Send a pre-addressed and stamped envelope to receive the reply.

2.8 EDITING AND CODING OF DATA

Between the two stages of collection of data and analysis of data there is always an
intermediate stage, known as the editing ot data. '

The process of editing refines the collected data by checking inconsistencies,
inaccuracies, illegible writings and other types of deficiencies or errors present in the
collected information,

2.8.1 Editing Primary Data

Once the questionnaires have been filled and the data collected, it is necessary to edit
this data to ensure completeness, consistency, accuracy and homogeneity.

e Completeness: Each questionnaire should be complete in all respects, i.e. the
respondent should have answered each and every question. If some important
questions have been left unanswered, attempts should be made to contact the
respondent and get the response. [f despite all efforts, answers to vital questions
are not given, such questionnaires should be dropped from final analysis.

® Consistency: Questionnaire should be checked to see that there are no
contradictory answers. Contradictory responses may arise due to wrong answers
filled up by the respondent or because of carelessness on the part of the
investigator in recording the data.

® Accuracy: The questionnaire should be checked for the accuracy of information
provided by the respondent. This is the most difficult job of the investigator and at
the same time the most important one. If inaccuracies were permitted, this would
lead to misleading results. I[naccuracies may be randomly crosschecked by
supervisor.

e Homogeneity: 1t is important to check whether all the respondents have
understood the questions in the same sense. For instance, if there is a question on
income, it should be very clearly stated whether it refers to weekly, monthly or
yearly income and checked that the respondents have answered in the same way.

2.8.2 Editing Secondary Data

The editing of the data is a process of examining the raw data to detect errors and
omissions and to correct them, if possible, so as to ensure completeness, consistency,
accuracy and homogeneity. Editing can be done at two stages:

1. Field editing: The field editing consists of reviewing the interviewer’s report for
completeness and translating what the interviewer has written in abbreviated form
at the time of interviewing the respondent. This sort of editing should be done as
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soon as possible after the interview, as memory recall diminishes with time. Care
should be taken that the interviewer does not complete the information by simply
guessing.

2. Central editing: When all forms are filled up completely and returned to the
headquarters, central editing is carried out. The editor may correct the obvious
errors. If necessary, the respondent may be contacted for clarification. All the
incorrect replies, which are obvious, must be deleted. '

2.8.3 Coding of Data

Coding is the process of assigning some symbols either alphabetical or numeral or
both to the answers so that the responses can be recorded into a limited nuinber of
classes or categories.

The classes should be appropriate to the research problem being studied. They must be
exhaustive and must be mutually exclusive, so that the answer can be placed in one
and only one cell in a given category. Further, every class must be defined in terms of
only one concept. The coding is necessary for the efficient analysis of data. The
coding decisions should usually be taken at the designing stage of the questionnaire so
that the likely responses to questions are pre-coded. This simplifies computer
tabulation of the data for further analysis.

2.9 CLASSIFICATION OF DATA

Classification refers to the grouping of data into homogeneous ciasses and categories.
It is the process of arranging things in groups or classes according to their
resemblances and affinities.

2.9.1 Rules of Classification

The principal rules of classifying data are:

® To condense the mass of data in such a way that salient features can be readily
noticed; for example, household incomes can be grouped as higher income group,
middle-income group and lower income group based on certain criterion.

e To facilitate comparison between attributes of variables; for example, comparison
between education and income, income and expenditure on consumer durables,
etc.

e To prepare data for tabulation.

o To highlight the significant features; for example, data is concentrated on one
side, or one particular value may be dominant.

® To enable grasp of data.

e To study the relationship.

2.9.2 Bases of Classification
Some common types of bases of classification are given below:

® Geographical classification: In this type, the data is classified according to area
or region, for example, state wise industrial production, city wise consumer
behaviour, area wise sales figures, etc.

® Chronological classification: In this type, the data is classified according to the
time of its occurrence; for example, monthly sales, yearly production, daily
demands, etc.



® Qualitative classification: When the data is classified according to some
attributes, which are not capable measurement, is known as qualitative
classification. In dichotomous classification, an attribute is divided into two
classes, one possessing the attribute and other not possessing it; for example, sex,
smoker, non-smoker, employed, unemployed, etc. In many-fold classification,
attribute is divided so as to form several classes; for example, education level,
religion, mother tongue, etc.

® Classification of data according to some characteristics: It refers to the
classification of data according to some characteristics that can be measured; for
example, salary, age, height, etc. Quantitative data may be further classified into
one or two types, discrete and continuous. In case of discrete type, values the
variable can take are countable (could be infinitely large also for example,
integers). Examples of these are number of accidents, number of defectives, etc. In
case of continuous quantities, data can take any real values; for example, weight,
distance, volume, etc.

2.9.3 Frequency Distribution

Classification of data, showing the different values of a variable and their respective
frequency of occurrence is called a frequency distribution of the values.

There are two kinds of frequency distributions, namely, discrete frequency distribution
(or simple, or ungrouped frequency distribution) and continuous frequency
distribution (or condensed or grouped frequency distribution).

Discrete Frequency Distribution

The process of preparing discrete frequency distribution is simple. First, all possible
values of variables are arranged in ascending order in a column. Then, another column
of ‘Tally’ mark is prepared to count the number of times a particular value of the
variable is repeated. To facilitate counting, a block of five ‘Tally’ marks is prepared.
The last column contains frequency. To illustrate this let us consider one example.

Example: Construct frequency distribution table for the following data of number of

family members in 30 families:
4 3 2 3 4 5 5 7 3 2
34 2 1 1 6 3 4 5 4
2 7 3 4 5 6 2 1 5 3

Solution: The discrete frequency distribution with the help of tally mark is shown
below:

Number of Family Members ‘Tally Marks’ Frequency
I Il 3
2 e 5
3 ! 7
4 | 6
5 Hit 5
6 [ 2
7 I 2
Total N=30
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Continuous Frequency Distribution

For continuous data, a ‘grouped frequency distribution’ is necessary. For discrete data,
discretc frequency distribution is better than array, but this does not condense the data.
‘Grouped frequency distribution” is useful for condensing discrete data by putting
them into smaller groups or classes called class-intervals. Some important terms used
in case of continuous frequency distribution are as follows:

Ciass limits: Class limits denote the lowest and highest value that can be included
in the class. The two boundaries of class are known as the lower limit and upper
limit of the class. For example, 10-19.5, 20-29.5, where 10 and 19.5 are limits of
the first class; 20 and 29.5 are limits of second class, etc.

Class intervals: The class interval represents the width (span or size) of a class.
The width may be determined by subtracting the lower limit of one class from the
lower limit of the following class. For example, classes 10-20, 20-30, etc. have
class interval 20—~ 10 =10.

Class frequency: The number of observation falling within a particular class is
calted its class frequency. Total frequency indicates the total number of
observations N =X f.

Class mark or.class mid-point: Mid-point of a class is defined as sum of two
successive Jlower himits divided by 2. Thus class mark is the value lying halfway
between lower and upper class limits. For example, classes 10-20, 20-30, etc. have
class marks 15, 25, etc.

Types of class intervals: There are different ways in which limits of class
intervals can be shown.

< Exclusive method: The class intervals are so arranged that upper limit of one
class is the lower limit of next class. This method always presumes that the
upper limit is excluded from the class, for example, with class limits 20-25,
25-30 observation with value 25 is included in class 25-30.

< Inclusive method: In this method, the upper limit of the class is included in
that class itself. In such case, there is no overlap of upper limit of former class
and lower limit of successive class. For example, with class limits 20-29.5,
30-39.5, 40-49.5, etc. there is no ambiguity but values from 29.5 to 30 or 35.5
to 40, etc. are not allowed.

< Open end: In an open-end distribution, the lower limit of the very first class
and/or upper limit of the last class is not given. For example, while stating the
distribution of monthly salary of managers in rupees, one may specify class
limits as, below 15000, 15000-25000, 25000-35000, 35000-45000, above
45000. Similarly, while recording weights of college students in kg as
grouped data the class intervals could be less than 50, 50 to 60, 60 to 70, 70 to
80, 80 to 90 and greater than 90.

% Unequal class interval; This is another method to limit the class intervals
where the width of the classes is not equal for all classes. This method is of
practical use when there are large gaps in the data, or distribution of the data
is uneven. It is used for explaining, visualizing and plotting data with unequal
class interval. However, we must adjust formulae for calculations accordingly.

Guideline for Choosing the Class

Number of classes should not be too small or too large, preferably between 5
and 15.

If possible, the widths of the intervals should be numerically simple like 5, 10,
15, etc.
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® Starting point of class should begin with 0, 5, 10 or multiple thereof.

e (lass interval should be determined based on maximum values and number of
classes to be formed.

All the above points can be explained with the help of the following example.

Example: Ages of 50 employees are given:

22 21 37 33 28
40 47 29 65 45
37 39 56 54 38
32 33 47 36 35

42 56 33 32 59
48 55 43 42 40
49 60 37 28 27
42 43 55 53 48

29 30 32 37 43 54 55 47 38 62

Prepare a frequency distribution table.
Solution: A frequency distribution table is prepared as follows:

e First, find the highest and lowest values. These are 65 and 21 respectively. Thus,
the difference is 44.

® Since the total observations are 50 we decide to select 5 classes.

® The approximate class interval works out to be (65-21)/5 = 8.8. Hence, we select
class interval as 10.

® As our lowest value is 21, we start from the lower class limit of the first class as
20. We use exclusive method of class interval.

® We then decide class intervals as 20-30, 30-40, 40-50, 50-60 and 60-70.

e Then, each observation is checked for the class interval in which it lies. For each
observation, we make a tally mark against the corresponding class interval. As per
the convention, every fifth tally is put horizontally across. This helps quick
counting.

The frequency distribution is given below:

Age (Years)

Class Interval Class Mark Tally Frequency
20-30 25 1l 7
30-40 35 HH HH HH 16
40-50 45 HH HH HH 15
50-60 55 I 9
60-70 65 [l| 3

Total = 50

Cumulative and Relative Frequency

In many situations rather than listing the actual frequency opposite each class, it may
be appropriate to list either cumulative frequencies or relative frequencies or both.

Cumulative Frequencies

The cumulative frequency of a given class interval thus, represents the total of all the
previous class frequencies including the class against which it is written.
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Relative Frequencies

Reijative frequency is obtained by dividing the frequency of each class by the total
number of observations (total frequency).

If we multiply relative frequency by 100, we get percentage frequency.

There are two important advantages in looking at relative frequencies (percentages)
instead of the absolute frequencies in a frequency distribution. These are as follows:

1. Relative frequencies facilitate the comparison of two or more than sets of data.

2. Relative f{requencies constitute the basis of understanding the concept of
probability.

To explain the cumulative and relative frequencies we work these on our earlier
problem.

Example: Ages of 50 employees are given:
22 21 37 33 28 42 36 33 32 59
40 47 29 65 45 48 55 43 42 40
37 39 56 54 38 49 60 37 28 27
32 33 47 36 35 42 43 55 53 48
29 30 32 37 43 54 55 47 38 62

- Find cumulative frequency, relative frequency and percentage frequency.

Solution:
Class Class Frequency Cumulative Relative Percentage
interval Frequency Frequency Frequency
20-30 7 0+7)y=7 7/50=10.14 14
30-40 16 (7+16) =23 16/50 =0.32 32
46-50 ) (23+15) =138 15/50=0.36 30

[ 50-60 9 (38+9) = 47 9/50 =0.18 18

6070 3 (47+3) =50 3/50=0.06 6

( N=Yf=50 Total = 1 Total = 100

A frequency distribution is constructed to satisfy three objectives: (i) to facilitate the
analysis of data, (ii) to estimate frequencies of the unknown population distribution
from the distribution of sample data, and (iii) to facilitate the computation of various
statistical measures.

Frequency distribution can be of two types: (1) Univariate Frequency Distribution and
(2) Bivariate Frequency Distribution.

2.10 TABULATION OF DATA

Once the raw data is collected, it needs to be summarized and presented to the
decision-maker in a form that is easy to comprehend. The manager must be able to
look at the data so as to decide what further analysis is required. Tabulation helps this
process through effective presentation. Tabulation is arranging the data in flat table
(two dimensional arrays) format by grouping the observations. Table is a spreadsheet
with rows and columns with headings and stubs indicating class of the data.
Tabulation not only condenses the data, but also makes it easy to understand.



Tabulation is the fastest way to extract information from the mass of data and hence o - »
popular even among those not exposed to the statistical method. The report card of a Statigtieal fnvestigatign
school is the most common example.

2.10.1 Objectives of Tabulation

The main objectives of tabulation are:

e To simplify complex data.

® To highlight chief characteristics of the data.

e To clarify objective of investigation.

e To present data in a minimum space.

® To detect errors and omissions in the data.

® To facilitate comparison of data.

e To facilitate reference.

e To identify trend and tendencies of the given data.

e To facilitate statistical analysis.

2.10.2 Main Parts of a Table
The main parts of a table are gfven below:

® Table Number: This number is helpful in the identification of a table. This is
often indicated at the top of the table.

e Title: Each table should have a title to indicate the scope, nature of contents of the
table in an unambiguous and concise form.

e Captions and stubs: A table is made up of rows and columns. Headings or
subheadings used to designate columns are called captions while those used to
designate rows are called stubs. A caption or a stub should be self-explanatory. A
provision of totals of each row or column should always be made in every table by
providing an additional column or row respectively.

® Main Body of the Table: This is the most important part of the table as it contains
numerical information. The size and shape of the main body should be planned in
view of the nature of figures and the objective of investigation. The arrangement
of numerical data in main body is done from top to bottom in columns and from
left to right in rows.

® Ruling and Spacing: Proper ruling and spacing is very important in the
construction of a table. Vertical lines are drawn to separate various columns with
the exception of sides of a table. Horizontal lines are normally not drawn in the
body of a table; however, the totals are always separated from the main body by
horizontal lines. Further, the horizontal lines are drawn at the top and the bottom
of a table.

Spacing of various horizontal and vertical lines should be done depending on the
available space. Major and minor items should be given space according to their
relative importance.

® Head-note: A head-note is often given below the title of a table to indicate the
units of measurement of the data. This is often enclosed in brackets.

e Foot note: Abbreviations, if any, used in the table or some other explanatory
notes are given just below the last horizontal line in the form of footnotes.
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Source-Note: This note is often required when secondary data are being tabulated.
This note indicates the source from where the information has been obtained.
Source note is also given as a footnote.

Example: The main parts of a table can also be understood by looking at its broad
structure given below:

Structure of a table
Table No: oo,
Title: e,

Stub Captions Captions )
! s a Total

Heading | Captions | Captions | Captions | Captions | Captions

T
so | MAIN BODY

Enteries

\’
| |
Total J l

Foot Note:

Source:

2.10.3 Rules for Tabulation

Now, let us learn about the general rules of tabulation.

The table should be simple and compact which is contains simple details.
Tabulation should be in accordance with the objective of investigation.
The unit of measurements must always be indicated in the table.

The captions and stubs must be arranged in a systematic manner so that it is easy
to grasp the table.

A table should be complete and self-explanatory.

As far as possible the interpretative figures like totals, ratios and percentages must
also be provided in a table. '

The entries in a table should be accurate.

Table should be attractive to draw the attention of readers.

2.10.4 Types of Tabulation

Statistical tables can be classified into various categories depending upon the basis of
their classification. Broadly speaking, the basis of classification can be any of the

following:

® Purpose of investigation

@ Nature of presented figures
@ (Construction



Different types of tables, thus, obtained are shown in the following chart.

Basis of Classification

2
\L Natt?llfe of J/
Purpose Presented figures Construction

General Special ~ Original Derived Simple  Complex
Purpose  Purpose  Table Table Table Table
Table Table

Two-way Multi-way
Table Table

Figure 2.2: Classification of Table

Classification on the basis of purpose of investigation: These tables are of two
types viz. General purpose table and Special purpose table.

< General purpose table: A general purpose table is also called as a reference
table. This table facilitates easy reference to the collected data. In the words of
Croxton and Cowden, "The primary and usually the sole purpose of a
reference table are to present the data in such a manner that the individual
items may be readily found by a reader.” A general purpose table is formed
without any specific objective, but can be used for a number of specific
purposes. Such a table usually contains a large mass of data and is generally
given in the appendix of a report.

An example of general purpose table is as follows:

Table 2.1: Report Forms Name Codes for General Purpose Reports of Gint

Position | Description Values

1. Type LOG (orL)- Log

FNC (or F) - Fence

GREF (or G) - Graph

GTB (or T) - Graphical Table

GTD (or X) - Graphical Text Document
HST (or H) - Histogram

TTB (or A) - Text Table

TXD (or D) - Text Document

SMP - Site Map

2. Paper Size A - US Letter
4-1SO A4
B-US 11x17
3-ISO A3
L - US Legal

Contd...

51
Statistical Investigation



52
Business Statistics 3. Content G - Predominantly Geotechnical

E - Predominantly Environmental
R - Predominantly Rock Core
N - Not Applicable or can be generally used

4, Well W - Has well (applies to logs & fences)
- N - No well or Not Applicable
5. Graph G - Has graph (applies to logs & fences)
N - No graph or Not Applicable
6. Legend L - Has legend
B N - No legend or Not applicable
7. Counter

0
e
*

Special purpose table: A special purpose table is also called a text table or a
summary table or an analytical table. Such a table presents data relating to a
specific problem. According to H. Secrist, “These tables are those in which
are recorded, not the detailed data which have been analyzed, but rather the
results of analysis.” Such tables are usually of smaller size than the size of
reference tables and are generally found to highlight relationship between
various characteristics or to facilitate their comparisons.

e Classification on the basis of the nature of presented figures: Tables, when
classified on the basis of the nature of presented figures can be Primary table and
Derivative table.

< Primary Table: Primary table is also known as original table and it contains
data in the form in which it were originally collected.

% Derivative Table: A table which presents figures like totals, averages,
percentages, ratios, coefficients, etc., derived from original data. A table of
time series data is an original table but a table of trend values computed from
the time series data is known as a derivative table.

e Classification on the basis of construction: Tables when classified on the basis of
construction can be Simple table, Complex table and Cross-classified table.

« Simple Table: In this table, the data are presented according to one
characteristic only. This is the simplest form of a table and is also known as
table of first order.

The following blank table, for showing the number of workers in each shift of
a company, is an example of a simple table.

LShifts No. of Workers T
} i
I
T
[ Total ]

<+ Complex Table: A complex table is used to present data according to two or
more characteristics. Such a table can be two-way, three-way or multi-way,
gIe;



¢ Two-way table: Such a table presents data that is classified according to
two characteristics. In such a table, the columns of a table are further
divided into sub-columns.

The example of such a table is given below.

No. of Workers

Total

Shifts r

Males

Females

I

1

i1

Total

¢ Three-way table: When

three characteristics

of data are

shown

simultaneously, we get a three-way table as shown below in the example.

|

No. of Workers

Shifts \ Males

Females

Skilled | Unskilled

Total

Skilled } Unskilled

Total | workers

Total
No. of

I

¢ Multi-way table: If each shift is further classified into three departments,
say, manufacturing, packing and transportation, we shall get a four-way
table, etc.

<+ Cross-classified Table: Tables that classify entries in both directions, i.e.,
row-wise and column-wise, are called cross-classified tables. The two ways of
classification are such that each category of one classification can occur with
any category of the other. The cross-classified tables can also be constructed
for more than two characteristics also. A cross-classification can also be used
for analytical purpose, e.g., it is possible to make certain comparisons while
keeping the effect of other factors as constant.

Example: Draw a blank table to show the population of a city according to
age, sex and unemployment in various years.

Population (in thousands)
Years| Age Sex Employed Unemployed
Below 20| 20-60 |60 and | Total |Below 20|20-60 | 60 and | Total
above above
1991 | Males
Females
-Total
1992 | Males
Females
Total

(Note: The 1able can be extended for the years 1993, 94, 95, 96, elc.)
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Example: In a sample study about coffee habit in two towns; the following
information were received:

Town A: Females were 40%; total coffee drinkers were 45%; and male non-coffee
drinkers were 20%.

Town B: Males were 55%; male non-coffee drinkers were 30%; and femalc coffes
drinkers were 15%.

Represent the above data in: a tabular form.

Solution:

The figures are in percentage

Town A Town B
Habit r
Males | Females | Total | Males | Females Total
Coffee Drinkers 40 5 45 25 15 40
Non-Coffee Drinkers 20 35 55 30 30 60
Total 60 40 100 55 45 100

2.10.5 One-way Tabulation

Tabulation is primarily counting how many observations are in a particular category.
Tabulation is like an in-process inventory. Tabulation in itself may not be the end of
statistical processing. It may be noted that once we tabulate the data, we usually do not
20 back to the raw data. Any improper tabulation would definitely mislead decision-
maker for further processing. Hence, before tabulation manager must give sufficient
thought to decide what kind of tabulation is required for decision-making. We need to
first decide characteristics, their values and ranges, title of the table, stubs for the
rows, headings for the columns, scale and dimensions used, foot notes, pivots if we
need, etc. Table must suit the purpose for which the data is being processed. We also
need to decide on the size of the table, clarity, approximations, boundaries,
appearance, order, readability, etc. A meaningfu! title not only helps the manager to
focus on the purpose, and thus, group the data properly but also others who refer the
table later. The next step is to decide appropriate column headings; row stubs units
and dimensions of the quantities used, labels for summary figures. etc. to improve the
readability of the table. Many times the requirement of statistical analysis is to count
the frequency of the distinct value of a variable. When we arrange the range of values
{or just values) and their frequencies the tabulation is known as one way. Variable
could be either quantitative or normative.

For example, examination result of MBA could be tabulated as,

Class Number of Students (Frequency f) J
| Distinction (275%) 26 |
| F irst Class (60-75%) 72

Second Class (50-60%) 94

Pass Class (40-50%) 42
| Fail 16

Total Students Appeared 250
Foot Note:

e Each class includes its lower limit.

e Fail indicates failure in any one or more subjects irrespective of the percentage
marks.



Example: Represent the following information in a neat table:

The number of students in a college in the year 1961 was 1100; of those 980 were
boys and rest girls. In 1971, the number of boys increased by 100% and that of girls
increased by 300% as compared to their strength in 1961, In 1981, the total number of
students in a college was 3600, the number of boys being double the number of girls.

Solution:

Years Number of Boys Number of Girls Total Students |
1961 980 120 1100

1971 1960 . 480 2440

1981 2400 1200 3600

2.10.6 Two-way Tabulation

There are occasions that we want to summaries the frequency table against two
attributes (categories) and want the count of the same population belonging to all
possible combinations of these two attributes. For example, we want to know the
frequency of personnel with different combinations of salary earned category and
education qualification category for a given company. Since there are two variables,
we call it a two-way tabulation (also referred to as cross-tabulation). We prepare the
table with one of the category varied along the rows and other along the columns. For
counting the frequency, a pair of combinations of categories one from each direction
is considered. Thus, we get a table in m x n matrix form, with each cell containing
data for one combination. This is also knows as contingency table. With m rows and n
columns, we get m categories of one variable varying along column and n categories
of another variable varying along row. There are obviously mn cells containing
distinct mutually exclusive and collectively exhaustive data. It may be noted that, a
two way table can be converted to one way table with mn distinct values of a
combination variable. This is called a normalized table or a flat table in data base
management.

Example: In a survey conducted in a city about preference of Coke or Pepsi or Maza,
the sample consisted of 400 people that included 150 women and 250 men. It was
observed that 50 women preferred Coke and 40 preferred Pepsi. In case of men, the
preference was 100, 80 and 70 respectively. Present the information in two way table
and answer the following:

(a) What is the percentage of men in Coke preferring population?
(b) What is the proportion of population preferring Pepsi?

(c) What is the proportion of women preferring Maza in total population?

Solution:
Mén Women Total
Coke Preferring People 100 50 150
Pepsi Preferring People 80 40 120
Maza Preferring People 70 60 130
Total 250 150 400

. 100 :
(a) Percentage of men in Coke preferring population = 150 x100=66.67%
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(b) Proporrion‘of population preferring Pepsi = —;%% =03

(¢) Proportion of women preferring Maza in total population =0.15

2.10.7 Multi-way Tabulation

We can carry out cross tabutation with more than two variables. It is called a nested
table. In fact, in most of the business situations the tabulation may have more than two
variables (usually 10 to 15). Up to about 3 to 4 variables could be shown on two
dimensional papers. These can also be represented as flat tables by taking one
composite variable of dimension ny X ny X nz X ny x ns % ..., where n;, ny, n3, ng, Ns ...
are dimensions of each variable (attribute). Obviously, the number grows so rapidly,
that it becomes too voluminous and complex to get any meaningful information for
decision-making. However, that does not mean such multidimensional data is not
tabulated. It is tabulated using computer database like MS Access, FOXPRO, Oracle,
etc. We cannot view it together but definitely use it for the decision-making through
‘query language’. Data base management systems and query languages are beyond the
scope of this book. One simple, three-dimensional, tabulation is shown in the
following example.

Example: A mutual fund wants to compare the performance of shares on NSE
over past three years. It wants to categorize the shares as below average, average and
above average as compared to the benchmark. It also wants to group the shares as
large cap, mid-cap and small cap. The data obtained is as follows: In 40 large cap
shares studied 27 performed average and 11 above average in year 2004. Similar,
figures for year 2005 and 2006 were 34 and 8 out of 50, and 32 and 16 out of 50
respectively. In mid-cap segment, the number of shares below average, average and
above average was 22, 35 and 23 in year 2004. These were 17, 40, 23 for year 2005
and 13, 38 and 29 for year 2006 respectively. In case of small cap shares, the
performance figures for year 2004, 2005 and 2006 in categories below average,
average and above average were 26, 32, 42; 25, 36, 39; and 12, 40, 48 respectively.
Present the data as multi-way table. '

Solution:
Year 2004 2005 T} 2006
Below Average 12 8 2
Large Cap { Average 27 34 32
{ Above Average 11 8 16
| Total 50| 40 40
| Below Average 2 | 17 [
Mid Cap (Average 35 J 40 38
Above Average 23 j 23 29
Total 80 | 80 80
Below Average 26 I 25 | 12
Small Cap ! Average 32 36 40
(Above Average 42 39 48
| Total | 100 100 100 |
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Tabulation helps to achieve the following:

® ]t presents the data in easy to understand format.

e Jtreduces the voluminous size of data so as to view it in comprehensive way.

e |tsimplifies the data through grouping.

e [t tries to highlight common features, salient points, characteristics, etc. from the
data.

e® Reveals underlying trends.

® ltallows easy comparison within the data or with other tabulated data.

e Data storage, reference and retrieval at later stage are very easy.

® Processing the data through spreadsheet packages like MS Excel can be done.

e Charting of graphs and diagrams is easy with tabulated data.

Check Your Progress

Fill in the blanks:

1. When the data is not collected for this purpose, but is derived from other
sources then such data is referred to as

2. are questions where respondents are free to answer in their
own words.

3. Hypotheses and significance tests form an important part of
statistics.

4, _is obtained by dividing the frequency of each class by the
total number of observations.

5. A table is used to present data according to two or more
characteristics.

6. A table presents data relating to a specific problem.

2.11 LET US SUM UP

e There are two major divisions of the field of statistics, namely descriptive and
inferential statistics. Both the segments of statistics are important and accomplish
different objectives.

® Data can be obtained through primary source or secondary source according to
need, situation, convenience, time, resources and availability. The most important
method for primary data collection is through questionnaire. Data must be
objective and fact-based so that it helps a decision-maker to arrive at a better
decision.

e Statistical data is a set of facts expressed in quantitative form. Data is collected
through various methods. Sometimes our data set consists of the entire population
we are interested in. In other situations, data may constitute a sample from some
population.

e Type of research, its purpose, conditions under which the data are obtained will
determine the method of collecting the data. If relatively few items of information
are required quickly, and funds are limited telephonic interviews are
recommended. If respondents are industrial clients Internet could also be used.
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If depth interviews and probing techniques are to be used, it is necessary to
employ investigators to collect data.

e The quality of information collected through the filling of a questionnaire
depends, to a large extent, upon the drafting of its questions. Hence, it is
extremely important that the questions be designed or drafted very carefully and in
a tactful manner.

e Before any processing of the darta, editing and coding of data is necessary o
ensure the correctness of data. In any research studies, the voluminous data can be
handled only after ciassification. Data can be presented through tables and charts.

e (lassification refers to the grouping of data into homogeneous classes and
categories. It is thie process of arranging things in groups or classes according to
their resemblances and affinities.

® A frequency distribution is the principle tabular summary of either discrete data or
continuous data. The frequency distribution may show actual, relative or
cuinulative frequencies. Actual and relative frequencies may be charted as either
histogram (a bar chart) or a frequency polygon. Two commonly used graphs of
cumulative frequencies are iess than ogive or more than ogive.

® Once the raw data is collected, it needs to be summarized and presented to the
decision-maker in a form that is easy to comprehend. Tabulation not only
condenses the data, but also makes it easy to understand. Tabulation is the fastest
way to extract information from the mass of data and hence popular even among
those not exposed to the statistical method.

2.12 UNIT END ACTIVITY

In any organization of your choice, identify a problem and collect a data internally
through questionnaire from randomly selected people of your organization. Using the
collected data, present it in tabulated form and finds a solution to the problem.

2.13 KEYWORDS

Primary Data: Primary data are collected afresh and for the first time, and thus,
happen to be original in character.

Secondary Data: When the data are not collected for this purpose, but is derived from
other sources then such data is referred to as ‘secondary data’.

Frequency Distribution: A tabular summary of data showing the number (frequency)
of observations in each of several non-overiapping classes.

Tahulation: Tabulation is arranging the data in flat table (two dimensional arrays)
format by grouping the observations.

2.14 QUESTIONS FOR DISCUSSION

l. Differentiate between descriptive and inferential statistics with examples.

2. Describe the various methods of collecting primary data and comment on their
relative advantages and disadvantages.

3. Discuss the methods or sources of collecting secondary data.

4. How do you design a questionnaire? What are the important points to be kept in
mind?



5. How is editing of primary and secondary data done? Also, describe coding of
data.

6. Describe the classification of data. What are the rules and bases of classification
of data?

7. What is frequency distribution? Differentiate between discrete and continuous
frequency distribution with examples.

8. Discuss the concept of tabulation. What are objectives and main parts of table?

9. Differentiate among one-way tabulation, two-way tabulation and multi-way
tabulation with examples.

10. Discuss the various stages of statistical investigation.

Check Your Progress: Model Answer
Secondary data
Open-ended Questions
Classification

1

2

3

4. Relative frequency
5. Complex

6

Special purpose
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3.0 AIMS AND OBJECTIVES

After studying this lesson, you should be able to:

® Understand the meaning, concepts and types of sampling design

e Discuss the concept of probability and non-probability sampling methods
® Understand sampling and sampling techniques

e Discuss the method of determination of sample size

® Explain the sampling distributions

® Describe the occurrence of sampling error

® Understand the preparation of statistical series and its types

3.1 INTRODUCTION

The formula for the sampling distribution depends on the distribution of the
population, the statistic being considered and the sample size used. A more precise
formulation would speak of the distribution of the statistic as that for all possible
samples of a given size, not just “under repeated sampling”. Suppose that we draw all
possible samples of size n from a given population. Suppose further that we compute a
statistic (e.g., a mean, proportion, standard deviation) for each sample. The probability
distribution of this statistic is called a sampling distribution. Estimation is a procedure
by which sample information is used to estimate the numerical magnitude of one or
more parameters of the population. A function of sample values is called an estimator
{or statistic) while its numerical value is called an estimate. For example, an estimator
of population mean is m. On the other hand, if for a sample, the estimate of population
mean is said to be 50.

3.2 SAMPLING DESIGN

A sample is a part of a target population, which is carefully selected to represent the
population.

Sampling frame is the list of elements from which the sample is actually drawn.
Actually, sampling frame is nothing but the correct list of population.

Example: Telephone directory, Product finder and Yellow pages.
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3.2.1 Distinction between Census and Sampling

Census refers to complete inclusion of all elements in the population. A sample is a
sub-group of the population.

When is a Census Appropriate?

® A census Is appropriate if the size of population is small. For example, a
researcher may be interested in contacting firms in iron and steel or petroleum
products industry. These industries are limited in number, so a census will be
suitable. '

e Sometimes, the researcher is interested in gathering information from every
individual.

Example: Quality of food served in a mess.

3.2.2 Meaning

It is not possible, nor it is necessary, to collect information from the total population.
Instead, a smaller sub-group of the target population or a sample is selected for the
purpose of study. Sampling is the strategy of selecting a smaller section of the
population that will accurately represent the patterns of the target population at large.

When is Sample Appropriate?

e When the size of population is large.

® When time and cost are the main considerations in research.
e [f the population is homogeneous. |
® Also, there are circumstances when a census is not possible.

Example: Reactions to global advertising by a company.

3.2.3 Concepts

In carrying out a survey relating to the research, we should first select the problem and
study its implications in different areas. Selection of the research problem, as has
already been stated, should be in line with the researcher’s interest, chain of thinking
and existing research in the same area and shouid have some direct utility. What is
most important in selecting a research problem is that the research topic should be
within manageable limits. :

Secondly, the topic should have practical feasibility. To study feasibility, what is
important is to prepare a preliminary abstract on the research topic. Since this lesson is
intended to acquaint the readers with survey procedure, we are not concentrating on
the aspects of research in great detail which have in fact already been covered in our
earlier discussions.

The first and foremost task in carrying out a survey is to select the sample. The
difference between the population and sample has already been discussed earlier.
Sample selection is undertaken for practical impossibility to survey the population. By
applying rationality in selection of samples, we generalize the findings of our
research. There are different types of sampling. We may categorize those in three
major heads as follows:

1. Random Sampling
2. Purposive Sampling

3. Stratified Sampling



Random sampling is not a mere chance selection. Instead, it ensures inclusion of each 63
and every sample of the population. The conventional way of selection of samples Sa'"plg‘él?:;:;?d;em
using random sampling methods are:

e Lottery method

® Tippet’s number

e Selection from a sequential list
® Use of Grid System

Under lottery method, numbers or names of various units of population are noted on
chits and put in a container. After thorough mixing, chits are drawn from the container
and survey of drawn chits is carried out. Since this method of random sampling has
some amount of chance in it, this is often described as a back-dated one.

Tippet’s number which lists 10,400 four digit numbers written at random is
constructed out of 41,600 digits taken from census reports by combining them in to
fours. The method of drawing a sample from Tippet’s number is very easy. If we want
to draw a sample of 20 persons from a list of 6000 persons, for this purpose we shall
first number each unit from 0 to 6000 using Tippet’s four digit codes. Then we open
any page of Tippet’s numbers and select the first 20 numbers that are below 6000.
Tippet’s numbers are widely used in sampling techniques and are found to be quite
reliable in regard to accuracy and representativeness.

Selection of sample from sequential list requires arrangement of names under the
intended plan according to some order which may be alphabetical, geographical or
simply serial. Thereafter, out of the list, every 10th or any other number of cases may
be taken up. If every 10th unit is to be selected, the selection might begin from 7th,
17th, 27th, 37th, 47th, 57th, etc., or from 5th, 15th, 35th, 45th, 55th, etc.

Grid system is applied for selection of sample from a particular area. Under this
method, a map of the entire area is prepared, and then a screen of squares is placed on
the map. The areas falling within selected squares are taken as samples.

Purposive selection of samples, as the name goes, depends more on the researcher’s
deliberate choice. Thus, such a selection of samples, in its true spirit defeats the
purpose of research as the samples suffer from the character of representativeness.

Stratified sampling combines the characteristics of random sampling and purposive
sampling. Initially, the population is defined in different numbers of strata or groups.
Then from each group certain number of items is taken on a random basis.

Apart from the above sampling procedures, there are other types of sampling like:
e Quota sampling (a special type of stratified sampling).
e Multi-stage sampling (where samples are selected from a very large area).

e Convenience sampling (where population is not clearly defined and complete
source of list is not available).

e Self-selected sampling, etc.

After deciding over the samples to be surveyed, the next task is to go ahead with the
survey matter.

Survey may be carried out either by directly interviewing the samples or by sending
questionnaire to the samples or by mere observation of the characteristics of samples.
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3.2.4 Types of Sampling Design
Sampling is divided into two types:

1. Probability sampling: In a probability sample, every unit in the population has
equal chances for being selected as a sample unit.

to

Non-probability sampling: In the non-probability sampling, the units in the
population have unequal or negligible, almost no chances for being selected as a
sample unit.

3.3 IMPORTANT TERMS IN SAMPLING

Firstly, let us understand few basic definitions of sampling.

Sampling: 1t indicates the selection of a part of the whole with a view to obtain
information about the whole.

Population: The aggregate or totality of all members is known as ‘population’; for
example, all items produced in & day at a factory is a population; few items selected
for testing or performance measurement by quality control inspector is a sample.

Sample: The selected small part of the whole, which is used to ascertain the
characteristics of the population is called sample.

Member (element): Individual units that form the population are called members or
elements. Some of the members are included in the sample.

Population size (N): The total number of members of the population is called
population size and denoted by N’.

Sample size (‘n’): The number of members selected in the sample is the sample size
and denoted by ‘n’.

Random sample: A random sample of ‘n’ elements is a sample selected from the
entire population N such that each element (or member) has an equal chance (or
probability) of getting selected. Thus, in random sampling, probability p of an element
getting selected is (1/N).

Sampling frame: 1t is a list of all the units of the population. The preparation of a
sampling frame is many times, a major formidable practical problem. The frame
should be up-to-date and free from omission and duplication.

Measures of characteristic: In inferential statistics we are primarily concerned with
population. The samples are of least interest to us in their own right. We are interested
to know presence or absence of certain characteristic in the population. We measure
the characteristic in a sample in the form of summary statistics, only to draw inference
about population characteristic unknown to us. Some of these measures are the mean,
the standard deviation, the proportion, etc., about certain characteristic the members
possess.

Paramerers: A numerical measure (or value) of characteristic of the population is
called a ‘parameter’.

Statistic: A numerical measure of characteristic of the sample is called a ‘statistic’.



3.4 SAMPLING PROCESS

Sampling process consists of seven steps. They are as follows:

[2efine the

population

3

ldentify the sampling frame

b

&

Specify the sampling unit

F

selection of samplive meathod

k

F

13elermination

of sample size

L

Specily sampting plan

¥

Selection

af sanple

Figure 3.1: Sampling Process

Step I1: Define the Popalation
Population is defincd in terms of:
1. [lements

2. Sampling units

3. Extent

4. Time

Example: 1f we are monitoring the sale of a new product recently introduced by a

company, say (shampoo sachet) the popu

I. Element - Company s product

Time - April 1010 May 14, 2006

lation will be:

Sampling unit - Retail outlet, super market

Extent - Hyderabad and Sceunderabad
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Step 2: Identify the Sampling Frame

Sampling frame could be (a) Telephone Directory, (b) Localities of a city using the
munjcipal corporation listing and (c) Any other list consisting of all sampling units.

Example: You want to learn about scooter owners in a city. The RTO will be the
frame, which provides you names, addresses and the types of vehicles possessed.

Step 3: Specify the Sampling Unit

Individuals who are to be contacted are the sampling units. If retailers are to be
contacted in a locality, they are the sampling units.

Sampling unit may be husband or wife in a family. The selection of sampling unit is
very important, If interviews are to be held during office timings, when the heads of
families and other employed persons are away, interviewing would under-represent
employed persons, and over-represent elderly persons, housewives and the
unemployed.

Step 4: Selection of Sampling Method

This refers to whether () probability or (b) non-probability methods are used.

Step 5: Determine the Sample Size

This means we need to decide “how many elements of the target population are to be
chosen?” The sample size depends upon the type of study that is being conducted. For
example, if it is an exploratory research, the sample size will be generally small. For
conclusive research, such as descriptive research, the sample size will be large.

The sample size also depends upon the resources available with the company. It
depends on the accuracy required in the study and the permissible errors allowed.

Step 6: Specify the Sampling Plan

A sampling plan should clearly specify the target population. Improper defining would
lead to wrong data collection.

Example: This means that, if a survey of a household is to be conducted, a sampling
plan should define a “household” i.e., “Does the household consist of husband or wife
or both”, minors etc., “Who should be included or excluded”. Instructions to the
interviewer should include “How he should obtain a systematic sample of houseliolds,
probability sampling non-probability sampling”. Advise him on what he should do to
the household, if no one is available.

Step 7: Select the Sample

This is the fina! step in the sampling process. Based on the above parameters sample
respondents may be selected to collect the data for the purpose of research.

3.5 PROBABILITY SAMPLING METHODS

In probability sampling, the decision whether a particular element is included in the
sample or not, is governed by chance alone. All probability-sampling designs ensure
that each element in the population has same non-zero probability of getting included
in the sample. This requires defining a procedure for picking up the sample based on
chance. In this method, we must avoid changes in the sampling processes, except the
predefined ones. The picking up of the sample is therefore totally insulated against the
judgment, convenience or whims of any person involved with the study. When
probability-sampling designs are used, it is possible to quantify the magnitude of the



likely error in inference made. This is a great help in many situations in building up
confidence in the inference.

The following are the types of probability sampling methods:

1.

2
¥
4
5

Random sampling
Systematic sampling
Stratified random sampling
Cluster sampling

Multi-stage sampling

3.5.1 Random Sampling

Simple random sample is a process in which every item of the population has an equal
probability of being chosen.

There are two methods used in the random sampling:

1.

Lottery method: Take a population containing four departmental stores: A, B, C
and D. Suppose we need to pick a sample of two stores from the population using
a simple random procedure. We write down all possible samples of two. Six
different combinations, each containing two stores from the population, are AB,
AD, AC, BC, BD and CD. We can now write down six sample combination on six
identical pieces of paper, fold the piece of paper so that they cannot be
distinguished. Put them in a box. Mix them and pull one at random. This
procedure is the lottery method of making a random selection.

Using random number table: A random number table consists of a group of digits
that are arranged in random order, i.e., any row, column or diagonal in such a
table contains digits that are not in any systematic order. There are three tables for
random numbers:

(a) Tippet’s table
(b) Fisher and Yates’s table
(c) Kendall and Raington table

The table for random number is as follows:

40743 39672
80833 18496
10743 39431
88103 23016
53946 43761
31230 41212
24323 18054

Example: Taking the earlier example of stores. We first number the stores.
1 A2 B 3 C 4 D

The stores A, B, C and D have been numbered as 1, 2, 3 and 4.

We proceed as follows, in order to select two shops out of four randomly:

Suppose, we start with the second row in the first column of the table and decide to
read diagonally. The starting digit is 8. There are no departmental stores with the
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number 8 in the population. There are only four stores. Move to the next digit on the
diagonal, which is 0. Ignore it, since it does not correspond to any of the stores in the
population. The next digit on the diagonal is 1 which corresponds to store A. Pick A
and proceed until we get two samples. In this case, the two departmental stores are
I and 4. The sample derived from this consists of departmental stores A and D.

In random sampling, there are two possibilities (1) Equal probability and (2) Varying
probability.

® Equal Probability: This is also called as the random sampling with replacement.
For example, put 100 chits in a box numbered 1 to 100. Pick one number at
random. Now the population has 99 chits. Now, when a second number is being
picked, there are 99 chits. In order to provide equa! probability, the sample
selected is being replaced in the population.

e Varying Probability: This is also called random sampling without replacement.
Once a numnber is picked, it is not included again. Therefore, the probability of
selecting a unit varies from the other. In our example, it is 1/100, 1/99, 1/98, 1/97
if we select four samples out of 100.

3.5.2 Systematic Random Sampling
There are three steps:
1. Sampling interval X is determined by the following formula:

No.of units in the population

7 —

* No.of units desired in the sample

2. One unit between the first and K™ unit in the population list is randomly chosen.
3. Add K™unit to the randomly chosen number.
Example: Consider 1,000 households from which we want to select 50 units.
16
Calculate X A0 20
50

To select the first unit, we randomly pick one number between 1 and 20, say 17. So
our sample begins with 17,37, 57.............. Please note that only the first item was
randomly selected. The rest are systematically selected. This is a very popular method
because we need only one random number.

3.5.3 Stratified Random Sampling

A probability sampling procedure is in which simple random sub-samples are drawn
from within different strata that are, more or less equal on some characteristics.
Stratified sampling is of two types:

1. Proportionate stratified sampling: The number of sampling units drawn from
each stratum is in proportion to the population size of that stratum.

2. Disproportionate stratified sampling: The number of sampling units drawn from
each stratum is based on the analytical consideration, but not in proportion to the
size of the population of that stratum.

Sampling process is as follows:
i. The population to be sampled is divided into groups (stratitied).

2. A simple random sample is chosen.



Reason for Stratified Sampling

Sometimes, marketing professionals want information about the component part of the
population. Assume there are three stores. Each store forms a strata and the sampling
from within each strata is being selected. The resultant might be used to plan different
promotional activities for each store strata.

Suppose a researcher wishes to study the retail sales of products, such as tea in a
universe of 1,000 grocery stores (Kirana shops included). The researcher can first
divide this universe into three strata based on the size of the store. This benchmark for
size could be only one of the following (a) floor space, (b) volume of sales, (¢) variety
displayed, etc.

Size of Stores No. of Stores Percentage of Stores
Large stores 2,000 20
Medium stores 3,000 30
Small stores 5,000 50
10,000 100

Suppose we need 12 stores. Now, choose four from each stratum, at random. If there
was no stratification, simple random sampling from the population would be expected
to choose two large stores (20% of 12) about four medium stores (30% of 12) and
about six small stores (50% of 12).

As can be seen, €ach store can be studied separately using the stratified sarﬁpl_e.

Selection by Proportionate Stratified Sample

Assume that there are 60 students in a class of a management school, of this, 10 has to
be selected to take part in a Business quiz competition. Assume that the class has
students specializing in marketing, finance and HR stream.

The first step is to subdivide the students of the class into 3 homogeneous groups or
stratify the student population, by the area in which they are specializing.

Marketing Streaming Finance Stream HR Stream
1 32 8 11 33 34
2 36 12 13 35 37
3 40 15 17 38 39
4 43 18 20 41 42
5 46 19 21 44 45
7 47 22 24 49 48
14 50 27 29 52 51
16 53 31 30 55 54

Second step is to calculate the sampling fraction /= n/N

n = Sample size required

N = Population size

Third step - Determine how many are to be selected from marketing stream
(say m))

n =30x1/10=30x 1/10
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Sample to be selected from marketing strata n, = 30 x 1/10=3

Now we can select 3 numbers from among 30 numbers at random say 7, 60
and 22

Similarly we can select 11, na

m=20>1/10=2

The 2 numbers selected at random from finance stream are 13, 59
Ny=10x1/10=1

Stratified sampling can be carried out with:

1. Same proportion across the strata proportionate stratified sample.

2. Varying proportion across the strata disproportionate stratified sample.

Example: Estimation of universe mean with a stratified sample

Size of Stores No. of Stores Sample Sample
(Population) Proportionate Disproportionate
Large 2,000 20 25
Medium 3.000 30 35
Small 5,000 50 40
10,000 100 100
Solution:
Size of Stores Sam ple Mean Sales No. of Stores Percent ot Stores
per Store
Large . 200 2000 20
Medium 80 3000 30
Small 40 5000 50
10,000 100

The population mean of monthly sales is calculated by multiplying the sample mean
by its relative weight.

200x 02+ 80 x0.3+40x0.5=284

Sample Proportionate
If N is the size of the population, n is the size of the sample.

irepresents 1,2, 3, .............. k [number of strata in the population]

.. Proportionate sampling

)7] n2 nk J
p= ek neal — B == Renanal = Ko
N, N, N, N
LT n :—n—xnl And so on
N N N

n, is the sample size tc be drawn from stratum 1

mtmt n, = n [Total sample size of the all strata]



Example: A survey is planned to analyse the perception of people towards their own
religious practices. The population consists of various religions, viz., Hindu, Muslim,
Christian, Sikh and Jain, assuming a total of 10,000. Hindu, Muslim, Christian, Sikh
and Jains consist of 6,000, 2,000, 1,000, 500 and 500 respectively. Determine the
sample size of each stratum by applying proportionate stratified sampling, if the
sample size required is 200.

Solution:

Total population, N= 10,000

Population in the strata of Hindus N, = 6,000
Population in the strata of Muslims N, = 2,000
Population in the strata of Christians V3 = 1,000
Population in the strata of Sikhs Ny =500
Population in the strata of Jains N5 = 500
Proportionate Stratified Sampling

no_ My _n o H o n

NN, NN N N

Let us determine the sample size of strata N,

200

AN = X 6,000
N, N 10,000
=20x6
=120
m =, =220 9000
10,000
=40
2
n3=£><N3= 00 % 1,000
N 10,000
=20
nA:ixN4: =9 x 500
N 10,000
=10

nS:%xNS:IO

n=n+ntnytng+ns
=120+40+20+ 10+ 10
=200
Sample Disproportion
Let is the variance of the stratum i,

Where i=1,2,3.......... k.
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Business Statistics stratumg i

Where size of stratum

r,= Sample size of stratum i

r.=

i

z|=

r, = Ratio of the size of the stratum / with that of the population.
N, = Population of stratum i

N = Total population.

Exaimple: The Government of India wants to study the performance of Women Self
Help Groups (WSHGs) in three regions viz. North, South and West. The total number
of WSHGs is 1,500. The number of groups in North, South and West are 600, 500 and
400 respectively. The Government found more variation between WSHGs in the
North, South and West regions. The variance of performance of WSHGs in these
regions is 64, 25 and 16 respectively. If the disappropriate stratified sampling is to be
used with the sample size of 100, determine the number of sampling units for each
region.

Solutions:

Total Population N = 1,500

Size of the stratum 1, &V, = 600

Size of the stratum 2, NV, = 500

Size of the stratum 3, N; =400

Variance of stratum 1, o = 12 = 64

Variance of stratum 2, 0 = 22 =25

Variance of stratum 3, ¢ = 3?=16

Sample size n =100

Stratum Size of the N, G, I'iGin 1o,
Number stratum /N L = foes K0~ o3
N , G,
1 600 0.4 8 32 54
2 500 0.33 5 1.65 28
3 400 . 0.26 4 1.04 18
Total 100 ]
3.5.4 Cluster Sampling

The following steps are followed:
. The population is divided into clusters.
2. A simple random sample of few clusters is selected.

3. All the units in the selected cluster are studied.



Step 1: The above mentioned cluster sampling is similar to the first step of stratified
random sampling. But the two sampling methods are different. The key to cluster
sampling is decided by how homogeneous or heterogeneous the clusters are.

A major advantage of simple cluster sampling is the case of sample selection.
Suppose, we have a population of 20,000 units from which we wish to select 500
units. Choosing a sample of that size is a very time-consuming process, if we use
Random Numbers table. Suppose, the entire population is divided into 80 clusters of
250 units each, we can choose two sample clusters (2 x 250 = 500) easily by using
cluster sampling. The most difficult job is to form clusters. In marketing, the
researcher forms clusters so that he can deal with each cluster differently.

Example: Assume there are 20 households in a locality.

Cross Houses
l X, X, X Xy
2 Xs Xs X5 Xs
3 Xo KXo X X
4 X3 X Xis Xis

We need to select eight houses. We can choose eight houses at random. Alternatively,
two clusters, each containing four houses can be chosen. In this method, every
possible sample of eight houses would have a known probability of being chosen — i.e.
chance of one in two. We must remember that in the cluster, each house has the same
characteristics. With cluster sampling, it is impossible for certain random sample to be
selected. For example, in the cluster sampling process described above, the following
combination of houses could not occur: X, X, X, X, X, X X X, This is because the
original universe of 16 houses has been redefined as a universe of four clusters. So,
only clusters can be chosen as a sample.

3.5.5 Multi-stage Sampling

The name implies that sampling is done in several stages. This is used with stratified/
cluster designs.

An illustration of double sampling is as follows:

The management of a newly-opened club is solicits new membership. During the first
rounds, all corporates were sent details so that those who are interested may enrol.
Having enrolled, the second round concentrates on how many are interested to enrol
for various entertainment activities that club offers such as billiards, indoor sports,
swimming, gym, etc. After obtaining this information, you might stratify the interested
respondents. This will also tell you the reaction of new members to various activities.
This technique is considered to be scientific, since there is no possibility of ignoring
the characteristics of the universe.

Advantage: May reduce cost, if first stage results are enough to stratify or cluster.

Disadvantage: Costs increase as more and more stages are included.

3.5.6 Area Sampling
This is a probability sampling, a special form of cluster sampling.

Example: 1f someone wants to measure the sales of toffee in retail stores, one might
choose a city locality and then audit toffee sales in retail outlets in those localities.

The main problem in area sampling is the non-availability of lists of shops selling
toffee in a particular area. Therefore, it would be impossible to choose a probability
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sample from these outlets directly. Thus, the first job is to choose a geographical area
and then list out outlets selling toffee. Then the probability sample for shops among
the list prepared follows.

Example: You may like to choose shops which sell the brand—Cadbury dairy milk.
The disadvantage of the area sampling is that it is expensive and time-consuming.

3.5.7 Advantages v/s Disadvantages of Probability Sampling

Advantages
® [t is unbiased.
e Quantification is pessible in probability sampling.

® Less knowledge of universe is sufficient.

Disadvantages
o It takes time.
® [tiscostly.

® More resources are required to design and execute than in non-probability design.

3.6 NON-PROBABILITY SAMPLING METHODS

In non-probability sampling, samples may be picked up based on the judgment or
convenience of the enumerator. Usually, the complete sample is not decided ai the
beginning of the study but it evolves as the study progresses. However, the very same
factors which govern the selection of a sample for example, judgment or convenience,
can also introduce biases in the study. Moreover, there is no way that the magnitude of
errors can be quantified when non-probability sampling designs are used.

The following are the types of non-probability sampling methods:
1. Deliberate sampling

Shopping mall intercept sampling

Sequential sampling

Quota sampling

Snowball sampling

AR -l

Panel samples

3.6.1 Deliberate or Purposive Sampling

This is also known as the judgment sampling. The investigator uses his discretion in
selecting sample observations from the universe. As a result, there is an element of
bias in the selection. From the point of view of the investigator, the sample thus
chosen may be a true representative of the universe. However, the units in the universe
do not enjoy an equal chance of getting included in the sample. Therefore, it cannot be
considered a probability sampling,.

Example: Test market cities are being selected, based on the judgment sampling,
because these cities are viewed as typical cities matching with certain demographical
characteristics. Judgment sample is also frequently used to select stores for the
purpose of introducing a new display.



3.6.2 Shopping Mall Intercept Sampling

This is a non-probability sampling method. In this method, the respondents are
recruited for individual interviews at fixed locations in shopping malls. (Example:
Shopper’s Shoppe, Food World, Sunday to Monday). This type of study would
include several malls, each serving different socio-economic population.

Example: The researcher may wish to compare the responses of two or more TV
commercials for two or more products. Mall samples can be informative for this kind
of studies. Mall samples should not be used under following circumstances i.e., if the
difference in effectiveness of two commercials varies with the frequency of mall
shopping, change in the demographic characteristic of mall shoppers, or any other
characteristic. The success of this method depends on “How well the sample is
chosen”.

Merits
e It has a relatively small universe.

e In most cases, it is expected to give quick results. The purpose of deliberate
sampling has become a practical method in dealing with economic or practical
problems.

e [n studies, where the level of accuracy can vary from the prescribed norms, this
method can be used.

Demerits
e Fundamentally, this is not considered a scientific approach, as it allows for bias.

e The investigator may start with a preconceived idea and draw samples such that
the units selected will be subjected to specific judgment of the enumerator.

3.6.3 Sequential Sampling

This is a method in which the sample is formed on the basis of a series of successive
decisions. They aim at answering the research question on the basis of accumulated
evidence. Sometimes, a researcher may want to take a modest sample and look at the
results. Thereafter, he will decide if more information is required for which larger
samples are considered. If the evidence is not conclusive after a small sample, more
samples are required. If the position is still inconclusive, still larger samples are taken.
At each stage, a decision is made about whether more information should be collected
or the evidence is now sufficient to permit a conclusion.

Example: Assume that a product needs to be evaluated.

A small probability sample is taken from among the current user. Suppose it is found
that average annual usage is between 200 to 300 units. It is known that the product is
economically viable only if the average consumption is 400 units. This information is
sufficient to take a decision to drop the product. On the other hand, if the initial
sample shows a consumption level of 450 to 600 units, additional samples are needed
for further study.

3.6.4 Quota Sampling

Quota sampling is quite frequently used in marketing research. It involves the fixation
of certain quotas, which are to be fulfilled by the interviewers.
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Example: Suppose. 2.00.000 students are appearing for a competitive examination.
We need to select 1% of them based on quota sampling. The classification of quota
may be as follows:

Classification of Samiples

Category ' Quota
General merit 1,000
Sport 600
NRI 100
-SC/ST 300
Total 2,000

Quota sampling involves the following steps:

1. The population is divided into segments on the basis of certain characteristics.
Here, the segments are termed as cells.

2. A quota of unit is selected from each cell.

Advantages

. Quota sampling does not require prior knowledge about the cell to which each
population unit belongs. Therefore, this sampling has a distinct advantage over
stratified random sampling, where every population unit must be placed in the
appropriate stratum before the actual sample selection.

2. ltis simple to administer. Sampling can be done very quickly.

3. The necessity of the researcher going to various geographical locations is avoided
and thus cost is reduced.

Limitations

. 1t may not be possible to get a “representative” sample within the quota as the
selection depends entirely on the mood and convenience of the interviewer.

2. Since too much liberty is being allowed to the interviewer, the quality of work
suffers if they are not competent.

3.6.5 Snowball Sampling

This is a non-probability sampling. In this method, the initial group of respondents is
selected randomly. Subsequent respondents are being selected based on the opinion or
referrals provided by the initial respondents. Further referrals will lead to more
referrals, thus leading to a snowball sampling. The referrals will have demographic
and psychographic characteristics that are relatively similar to the person referring
them.

Example: College students bring in more students on the consumption of Pepsi. The
major advantage of snowball sampling is that it monitors the desired characteristics in
the population.

3.6.6 Panel Samples

Panel samples are frequently used in marketing research. To give an example, suppose
that one is interested in knowing the change in the consumption pattern of households.
A sample of households is drawn. These households are contacted to gather
information on the pattern of consumption. Subsequently, say after a period of six



months, the same households are approached once again and the necessary
information on their consumption is collected.

3.7 DETERMINATION OF SAMPLE SIZE

One of the questions most frequently asked by marketing researchers to statisticians is
“How large should my sample be?” This is also a commonly asked question by the
students while undertaking a market research project. The best answer is “Get as large
a sample as you can afford”. If possible, ‘sample’ the entire population, provided you
can ensure quality and control costs. This is better than any estimate. This, however, is
unrealistic or impractical in most situations due to economic constraints, time
constraints, and other limitations. Therefore, the best answer is “Get as large a sample
as you can afford”. Larger the sample, smaller is the standard error of our statistic,

When the sampling budget is limited, the question often is how to find the minimum
sample size that will satisfy some precision requirements. In such cases, you should
first give the answers of the following three questions:

1. How close do you want your sample estimate to be to the unknown parameter?
The answer to this question is “bound”, denoted by ‘B’.

2. What do you want the confidence level to be so that the distance between the
estimate and the parameter is less than or equal to B?

3. The last, and often misunderstood, question that must be answered is, “What is
your estimate of the variance (or standard deviation) of the population in
question?”

Only after you have answers to all three questions you can specify the minimum
required sample size. If the population is approximately normal and you can get 95%
bounds on the values in the population, by dividing the difference between the upper
and lower bounds by 4; this will give you a rough guess of ¢ . Or you may take a
small, inexpensive pilot survey and estimate ¢ from the sample standard deviation. B
is called as half width of the required interval in which you need your estimate to fall
with desired probability. Once you have obtained the three required pieces of
information, all you need to do is to substitute the values into the appropriate formula
as follows:

Minimum required sample size in estimating the population mean uis,

2 2
zZ , X0
Y

2

B-
Minimum required sample size in estimating the population proportion p is,

z; x px(-p)
n= Z—BZ—_
Note, that B is the margin of error. We are solving for the minimum sample size for a

given margin of error. We need to guess the unknown population mean ¢ or the
unknown population proportion p . Any prior estimate of the parameter can be used.

When it is not available, we may take a pilot sample, or in the absence of any
information, we use the value p = 0.5. This value maximizes px(l— p)and thus

ensures us a minimum required sample size that will work for any value of p.
This approach does not work if the population standard deviation is not known. The

sample standard deviation is known only after the sample has been analyzed whereas
the sample size decision is required before the sample is picked up.
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Example: Suppose we know that the weight of cement in filed bags is distributed
normally with a standard deviation o of 0.2 Kg. We want to know how large a
sample should be taken so that the mean weight of cement in filled bag can be
estimated within plus or minus 0.05 kg of the true value with a confidence level of
90%.

Solution:

As the confidence levei of 90% is specified, the corresponding interval for normal

b45%c - 1. .
M) 10 (X+MJ that contained the true value of

Jn Jn

the population mean 90% of the time. We also want that the interval as (X —0.05) to
(X +0.05) should give us a 90% confidence level. Hence,

distribution is [X—-

2
1645><c5_005 1645><02_005_ (1.645%0.2j
«jn \/n 0.05
n=43.2964

Thus, we must have a sample size of at least 44 so that the mean weight of cement in a
filled bag can be estimated within plus or minus 0.05 kg of the true value with a 90%
confidence level.

Example: Suppose we want to estimate the proportion of consumers in the population
who prefer our product to the next competing brand. How large a sample should be
taken so that the population proportion can be estimated within plus or minus 0.05
with a 90% counfidence level?

Solution:

We shall use the sample proportion p. If » is sufﬁcientiy iarge, the distribution of
pcan be approximated by a normal distribution with mean p and variance

px(l-p)
——

From the normal tables, we can say that the probability that p will lie between

p><(1—p)]

n

[p+1.645% {——pl ] will contain p, 90% of the time.
n

However, we want that the interval [p +0.05] should contain p, 90% of the time.

Therefore, 1.645 x, |22 p) =0.05= V’X(l"p) 005_03039

Or, n=px{l-p)x1082.41]

[ p£1.645x% is 090. In other words, the interval

But we do not know the value of p, so » cannol be calculated directly. However,
whatever be the value of p, the highest value for the expression px (1— p)is 0.25,

when p = 0.5. Hence, considering the worst case,
n=px(l-p)x1082.41=025x%1082.4]1 =270.6025
Therefore, if we take a sample of size 271, then we are sure that our estimate of the

population proportion would be within £0.05 of the true value with a confidence level
of 90%, irrespective of the value of p.



Selecting Optimum Sample Size

As we have seen above, we need three things to decide the optimum sample size.
Firstly, we take population standard deviation or sample standard deviation as
estimators. In case of population proportion is parameter we take px(l— p)as
standard deviation if population proportion is known or 0.25 if population proportion
is unknown. Secondly, we need to find z value for given confidence level if population
1s known to be normally distributed, or population proportion is parameter. If the
population is not normally distributed, we need 7 value for given confidence level.
Thirdly, we need to specify the half width B. This is called margin of error or bound
we are ready to accept for our population estimate. Usual practice is to take 95 % or
99% confidence level. The corresponding values of level of significance « are 0.05
and 0.01 respectively. Thus, to select the optimum sample size the procedure is as
follows:

(1) For given ¢, find Zy or t% according to the population distribution is normal or

not.

(i1) Find population S.D. & or use its estimate as s of a pilot survey if population is
known to be approximately normal or use value of px(l-p) or 0.25 if
proportion is being estimated.

(iii) Decide the value of half width desired for our estimate.

zéAxcr2 tc;xcr: zf%x;;x(l—p)

,orn=-+-——,or p=—"———

B B B

If we don’t know population standard deviation © or population proportion p, but

know their estimates from a pilot survey as s or p, we can find sample size as,

(iv) Then use the formula =

zé/ x px(1-p)
n=—"-t— orn="-5—,0or n=-"2 -

B B B

Example: Suppose an HR manager of a company wants to find the average time of

travel to work for its employees within the +0.5 minute’s interval accuracy. From the

past data, a population standard deviation is known to be 2.5 minutes.

2

2 2 ) 2
ZVXS tc%XS
2

(i) Find the optimum sample size the company must choose that will give the average
travel time of all employees with confidence level of 95%.

(ii) If after sampling we find the sample mean is 30 minutes, what should we
conclude?

Solution:

(i) Now, we know that the value of alpha ot =10.05 and the population S.D. is given
as 6=2.5

For ce=0.05, from standard normal tables, ch =1.96. Also, given B = 0.5. Now,
2
sample size is,

24 XC° (1 96)%(2.5)?
B> (05)

Thus, the HR manager needs to select sample size of 97.

=96.04 =97

n=

(ii) If after sampling we find the sample mean is 30 minutes, we should conclude with
confidence level of 95% that average travel time of all employees lies in interval
[29.5, 30.5].
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3.8 SAMPLING DISTRIBUTION

If we take only one sample from a population, calculate the sample statistics and
wants to estimate about population parameters, the accuracy of estimation can be
commented upon only if we know how the sample statistics behave statistically.
Suppose we take large number of random samples of same size from the same
population with replacement, the variations in the sample statistics of these samples
would tell us about the variations due to chance. We take the random samples with
replacement to remove any systematic crrors. Now we can study the frequency
distribution of the sample statistics obtained for all these samples. This gives us
probability distribution of various sample statistics for example, probability
distribution of sample means. It is a probability distribution because the variation in
sample statistic of each sample 1s due to random probabilistic nature of sampling. A
probability distribution of all possible statistics is called as sampling distribution.

For example, a probability distribution of all the possible sample means is called as
sampling distribution of the mean. Similarly, we can also find the sampling
distribution of variance, proportion, etc. We have seen earlier that any distribution can
be described by its distribution parameters like mean, standard deviation, moments,
skewness, kurtosis, characteristic function, etc.

In general, mean and standard deviation approximately describe the distribution. in
case of normal distribution, mean and standard deviation describe the distribution
completely. Thus, any sampling distribution can at least partially be described by its
mean and standard deviation. Standard deviation of the sampling distribution is called
as standard error. Standard error represents the variability of the sample statistic like
sample mean, sample proportion, etc. When we draw a sample from population,
obviously it is unlikely that the sample mean is exactly equal to the population mean
because, in a sample we have taken only few of the items. Similarly, it is unlikely that
means of all different samples are equal since the sample is randomly drawn from the
population. The errors, i.e. difference between the populations mean and sample
means is due to the chance solely due to the random selection of the samples. This
error leads to the variability of the distribution of sample means.

Thus, in general, the standard deviation of the distribution of a sample statistic is
known as the standard error of the statistic. Standard error is an indicator of the size of
the error and accuracy we get in using sample statistics as an estimator of population
parameters.

Standard error is applicable to all sample statistics like sample mean, sample median,
sample range, sample proportion, etc. Standard error indicates how spread the
distribution of sample statistics is. It gives manager a sort of confidence in his
estimate. It also indicates the manager to what extent he should depend on the sample
statistics. Obviously, if the sample is as large as the population itself, there would not
be any difference between sample statistics and population parameters, thus, standard
error would be zero. (Of course, then we don’t need statistical inference.)

Hence, we conclude that as sample size increases, the standard error reduces.
Although the sampling introduces randoim errors (chance errors), it gives us a
mathematical measure for our errors and hence a mathematical measure for the level
of confidence manager can have in using the sample statistic as an estimate of
population.

Sampling process is a random experiment whose outcome is a sample. Thus, the
sample statistic (X, s, p, etc.) are a random variables, and therefore, have a

probability mass functions or a probability density functions according to whether the
characteristic is discrete or continuous.



Thus, the sampling distribution of statistic is a yrobabilfty distribution of a random
variahle delined as sample statistic and computed from random samples of the same
size drawn from the population. Although, sampling distribution could be for any
parameter of the sample, we usually refer to the sampling distribution of statistics like
sample mean ¥ , sample variance §, sample proportion . sample median, ete, which
are nseful in drawing inference about the population. IT we know the probability
disribution of the sampie static, then we ean calculate the probability that the sample
statistic assumes a particular value or has the value in a given interval, This ahility to
caleulate the probability that the sample statistic lies in a particular interval is the most
impariant faclor 1n all staistical inferences.

For cxample, suppose we know that 40% of the soft drink consumers prefer Pepsi.
Mow we launch new advertisement campaign. Afler the cainpaign we take a random
sample of 000 soft drink consumers, and [ind 500 prefer Pepsi. What should we
conclude? Here our sample disreibution is going 10 help us, Now we wounld like to
know the probability that the sample proportion in a sample size of 1000 is as large as
00 (50% of the sample) or higher when the true population proportion is only 40%. 1f
this probability is large say 0.3, we may say that hipher sample propartion of 500
(50% of the sample) is probably the result of sampling errors {mcluding natural
randomness) and not really due to new advertisement. On the other hand, if this
probahility works out to be very small, say 0.04, then we may conclude the prefercnce
for Pepsi has indeed increased above 40%. Though it may not be to the level of 50%
as observed in the sample, but very likely t0 be above the ariginal 40%. To calculate
this probability, we need to know the probability distribution of sample proportion or
the “Sampling Distribution of the Proportion,”

3.8.1 Sumpling Distribution of the Mean (Distribution of Sample Mean)

First, we study the concept of sample mean or its expected value and vartance. Then
we will discuss its distribution in general as well as in specific cases.

Because the sample 15 an outcome of a random cxperiment (random sampling), the
sample mean itself is 2 random variable. The possible values of this random wariable
‘sample mean’ depend on the possible values of clements in the random sample.
Suppose we take a simple random sample of size “n’ picked up from a population. We
measure the characteristics of interest of each sample member and denote the

abservations as x,,x,,...,x respectively. We then calculate mean X for the sample.

This random sample and hence its mean in turn, depends on 1he distribution of the
population from which it is drawn.

Fopulation Mean () Frequency Distribution of the
Fopulation

Sample Pn‘iﬁt;

Sample Mean

Figure 3.2; Sampling Distribulion of Meax
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If we draw another sample of size ‘n’ from the same population, we are most likely to
end up with totaliy different sample mean. Thus, there are many (theoretically infinite)
possible values of the sample mean and we got our sample mean only by a chance.
The sampling distribution of X is the probability distribution of all possible values of
the random variable X may take when a sample of size ‘n’ is taken from a specific
population. Now let us discuss sampling distribution of a sample mean under various
situations.

3.8.2 Sampling from Infinite Population

We consider the population is infinitt when we take sample with replacement or the
population size N is very large as compared to the sample size ‘n’ (N >>n ). Usually

as a rule of thumb, we consider sampling from infinite population if ratio FY is less

than 0.05.

Suppose we assume that we have a population, which is infinitely large, and having a
population mean of uand a population variance of ¢°. This implies that if is a

random variable X denoting the measurement of the characteristic that we are
interested in, and one element ot the population picked up randomly say x,, then we

get,

The expected value of X is E(X) =u

And the variance of X, Variance (X)= £(X*)-[E£(X)] =¢o>

Sampling Distribution of Sample Means

04

<4—— Sampling Pistribution: n= 16
= Sampling Distribution: n =4
02 - <—— Sampling Distribution: n =2
0.1 Nprmal population

Figure 3.3: Sampling from Infinite Population

The sample mean, X can be looked at as the sum of ‘»’ values of random variables
representing each sample element, viz. x,X,,.....,x,, divided by n. Here X; is a
random variable representing the first pick in the sample and its value is x,,-X; is a
random variable representing the second pick in the sample with its value as x; and so
on. Now, when the population is infinitely large, whatever the value of x; may be, the
distribution of x, is not affected by it. This is true of any other pair of random
variables as well. In other words, X}, X5, ...... X, are independent random variables and
all are picked up from the same population. (Note that the random variable is denoted
by a capital letter and values of the random variables are denoted by the small letters
as per the convention.)

Therefore, the expected value of X\ is £(X )=
and the variance of X,, Variance (X,)= E(X,>)-[E(X,)) =0¢°

Similarly, E(X,)=H, Variance(X,)=0" and so on.



Finally, E(y):E(XI + X, +----+Xn]

n

=E(X,)+E(X2)+ ........ +E(X,) putu+... +U  n times
n n

EX)=n _ (D

— X
And, Variance (X)= Variance(

. X . X, }
= Variance (—'] + Variance (—'j S + Variance (ﬁj

n n n
| . 1 . 1 .
= — Variance (X,) + — Variance (X,) +......... +— Variance (X))
n n” - n
I, 1, 1, o' +6% +.. +0°  n times
=—0 150" + cesnnmies +—0C" =
n n n n
. =, O
Variance (X)=— ... (2)
n

We have arrived at two very important results for the case when the population is
infinitely large, which very commonly used for reasonably large population. The first
result says that the expected value of the sample mean is the same as the population
mean. The second result says that the variance of the sample mean is the variance of
the population divided by the sample size. Thus, if we take a large number of samples
of size n, then the average value of the sample means tends to the true population
mean. On the other hand, if the sample size is increased then the variance of X can be
made as small as desired.

The standard deviation of X is also called the standard error of the mean and denoted
byo ;. Very often we use the sample mean as estimate the population mean. The

standard error of the mean is a measure of the extent to which the observed value of
sample mean can be away from the true value, due to sampling errors. For example, if
the standard error of the mean is small, we are reasonably confident that the observed
sample mean value is very close to the true value of the population mean.

3.8.3 Sampling with Replacement

The above results have been obtained under the assumption that the random variables
X, X,,...,X,are independent. This assumption is valid when the population is
infinitely large. It is also valid when the sampling is done with replacement, so that the
population is back to the same form before the next sample member is picked up.
Hence, if the sampling were done with replacement, we would again get,

2
— y 0
and Variance (X):G— ie. 0y ==

n Jn

3.8.4 Sampling without Replacement from Finite Populations

When a sample is picked up without replacement from a finite population, the
probability distribution of the second random variable depends on what has been the
outcome of the first pick and so on. As the ‘n’ random variables representing the ‘n’
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sample members do not remain independent, the expression for the variance of X
changes. The result we get s,

E(X)=u same as infinite population result.

And, Variance (X)=0c :EX[N—n}
: n N —1

I (o} « N-—n
dn VN

By comparing these expression with the ones derived earlier for infinite population,

..(3)

ie.

no__ . ;
- . This factor is,

we note that the standard error of X is multiplied by a factor \/1

known as the finite population multiplier. In practice, almost all the samples are
picked up without replacement. Also, most populations are finite, although may te
very large. So the standard error of the mean shouid theoretically be found by using
expression (3) with the {inite population multiplier. However, if the population size

‘N’ is large enough (N >> n) with the sampling ratio % small, then the finite

population multiplier is almost equal to 1 and hence need not be used. Thus, we can
treat large finite population as if it was infinitely large. For example, if N = 100000
and n = 100, the finite population multiplier.

[N=n :\/100000—100: 99900 _ 000 _ 1

N-1 100000-1 V99999
Thus, the standard error of the mean would, for all practical purpose, be the same
whether the population is treated as finite or infinite.

As a rule of thumb,rthe finite population multiplier need not be used if the sampling

ratio—= < 0.05 .
N

3.9 SAMPLING ERROR

The only way to guarantee the minimisation of sampling error is to choose the
appropriate sample size. As the sample keeps on increasing, the sampling error
decreases. Sampling error is the gap between the sample mean and population mean.

Example: 1f a study is done amongst Maruti car-owners in a city to find the average
monthly expenditure on the maintenance of car, it can be done by including all Maruti
car-owners. It can also be done by choosing a sample without covering the entire
population. There will be a difference between the two methods with regard to
monthly expenditure.

3.9.1 Non-sampling Error

One way of distinguishing between the sampling and the non-sampling error is that,
while sampling error relates to random variaticns which can be found cut in the form
of standard error, non-sampling error occurs in some systematic way which is difficult
to estimate.



3.9.2 Sampling Frame Error

A sampling frame is a specific list of population units, from which the sample for a
study being chosen.

Example: An MNC bank wants to pick up a sample among the credit card holders.
They can readily get a complete list of credit card holders, which forms their data
bank. From this frame, the desired individuals can be chosen. In this example, sample
frame is identical to ideal population namely all credit card holders. There is no
sampling error in this case.

Example: Assume that a bank wants to contact the people belonging to a particular
profession over phone (doctors, lawyers) to market a home loan product. The
sampling frame in this case is the telephone directory. This sampling frame may pose
several problems: (1) People might have migrated. (2) Numbers have changed.
(3) Many numbers were not yet listed. The question is “Are the residents who are
included in the directory likely to differ from those who are not included”? The
answer is yes. Thus in this case, there will be a sampling error.

3.9.3 Non-response Error

This occurs, because the planned sample and final sample vary significantly.

Example: Marketers want to know about the television viewing habits across the
country. They choose 500 households and mail the questionnaire. Assume that only
200 respondents reply. This does not show a non-response error, which depends upon
the discrepancy. If those 200 who replied did not differ from the chosen 500, there is
Nno NON-response error.

Consider an alternative. The people who responded are those who had plenty of
leisure time. Therefore, it is implied that non-respondents do not have adequate leisure
time. In this case, the final sample and the planned sample differ. If it was assumed
that all the 500 chosen have leisure time, but in the final analysis only 200 have leisure
time and not others. Therefore, a sample with respect to leisure time leads to response
error.

Guidelines to Increase the Response Rate

Every researcher likes to get maximum possible response from the respondents, and
will be most delighted if cent percent respondent unfortunately, this does not happen.
The non-response error can be reduced by increasing the response rate. Higher the
response rate, more accurate and reliable is the data. In order to achieve this, some
useful hints could be as follows:

(a) Intimate the respondents in advance through a letter. This will improve the
preparedness.

(b) Personalized questionnaire should be accompanied by a covering letter.
(¢) Ensure/Assure that confidentiality will be maintained.

(d) Questionnaire length is to be restricted.

(e) Increase of personal interview, ID card is essential to prove the bonafide.
(f) Monetary incentives are gifts will act as motivator.

(g) Reminder/Revisits would help.

(h) Send self-addressed/stamped envelope to return the completed questionnaire.
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3.9.4 Data Error

This occurs during the data collection, analysis of data or interpretation. Respondents
sometimes give distorted answers unintentionally for questions which are difficult, or
if the question is exceptionally long and the respondent may not have answer. Data
errors can also occur depending on the physical and socjal characteristics of the
interviewer and the respondent. Things such as the tone and voice can affect the
responses. Therefore, we can say that the characteristics of the interviewer can also
result in data error. Also, cheating on the part of the interviewer leads 1o data error.
Data errors can also occur when answers to open-ended questions are being
improperly recorded.

3.9.5 Failure of the Interviewer to Follow Instructions

The respondent must be briefed before beginning the interview, “What is expected™?
“To what extent he should answer”™? Also, the interviewer must make sure that
respondent is familiar with the subject. If these are not made clear by the interviewer,
errors will occur.

Editing mistakes made by the editors in transferring the data from questionnaire to
computers are other causes for errors.

The respondent could terminate his/her participation in data gathering, because it may
be felt that the questionnaire is too long and tedious.
How to Reduce Non-sampling Error?

1. For non-response — provide incentives such as a gift or cash. This enhances the
possibility as well as incidence of response.

2. Data error: Don’t ask question, which respondents cannot answer. Also, do nct
ask sensitive questions.

3. Train the interviewer to establish a good rapport with the respondents.
4. Avoid leading questions.

5. Pre-test the questiohnaire.
6

Modify the sampling frame to make it a representative of the population.

3.10 STATISTICAL SERIES AND ITS TYPES

The classified data when arranged in some logical order, e.g., according to the size,
according to the time of occurrence or according to some other measurable or
non-measurable characteristics, is known as Statistical Series. H. Secrist defined a
statistical series as, "A series, as used statistically, may be defined as things or
attributes of things arranged according to some logical order.” Another definition
given by L. R. Connor as, "If the two variable quantities can be arranged side by side
50 that the measurable differences in the one correspond to the measurable
differences in the other, the resull is said 1o form a statisiical series."

A statistical series can be one of the following four types:
(1) Spatial Series,

(ii) Conditional Series,

(iii) Time Series and

(iv) Qualitative or Quantitative Series.



Spatial Series: The series formed by the geographical or spatial classification is
termed as spatial series. A method of analyzing time series, called the spatial
analysis. The analysis consists mainly of the statistical inference on the
distribution given by the expected local time, which we define to be the spatial
distribution, of a given time series. The spatial distribution is introduced primarily
for the analysis of non-stationary time series whose distributions change over
time. However, it is well defined for both stationary and non-stationary time
series, and reduces to the time invariant stationary distribution if the underlying
time series is indeed stationary. The spatial analysis may therefore be regarded as
an extension of the usual inference on the distribution of a stationary time series to
accommodate for non-stationary time series.

Conditional Series: Similarly, a series formed by the conditional classification is
known as the conditional series.

Time Series: A time series is the result of chronological classification of data. In
this case, various figures are arranged with reference to the time of their
occurrence. For example, the data on exports of India in various years is a time
series.

Year 1980 | 1981 | 1982 | 1983 | 1984 | 1985 | 1986 | 1987 | 1988

Exports (in¥ cr.) 6591 | 7242 | 8309 | 8810 | 9981 |10427|11490| 1574120295

Qualitative or Quantitative Series: This type of series is obtained when the
classification of data is done on the basis of qualitative or quantitative
characteristics. Accordingly, we can have two types of series, namely, qualitative
and quantitative series.

(a) Qualitative Series: In case of qualitative series, the numbers of items in each
group are shown against that group. These groups are either expressed in
ascending order or in descending order of the number of items in each group.
The example of such a series is given below.

Distribution of Students of a College according to Sex

Sex Males Females Total J
No. of Students 1700 500 2200 \

(b) Quantitative Series: In case of quantitative series, the number of items
possessing a particular value is shown against that value.

A quantitative series can be of two types:

(i) Individual series: In an individual series, the names of the individuals are
written against their corresponding values. For example, the list of
employees of a firm and their respective salary in a particular month.

(ii) Frequency Distribution: A table in which the frequencies and the
associated values of a variable are written side by side, is known as a
frequency distribution. According to Croxton and Cowden, "Frequency
distribution is a statistical table which shows the set of all distinct values
of the variable arranged in order of magnitude, either individually or in a
group with their corresponding frequencies side by side." A frequency
distribution can be discrete or continuous depending upon whether the
variable is discrete or continuous.
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Check Your Progres

Fill in the blanks:

i, In sampling, samples may be picked up based on the

judgment or convenience of the enumerator.
2. Purposive sampling is also known as the ~___sampling.

__is the gap between the sample mean and population mean.
Searching the environment for information called the

(U®)

activity.

4. s the list of elements from which the sample is actually
drawn.

5. A isappropriate if the size of population is small.

6. Under = method, numbers or names of various units of

population are noted cn chits and put in a container.

3.11 LET US SUM UP

A sample is a part of a total aggregate selccted with view to obtain information
about the whole group. The whole group is known as population.

Sampling is less expensive, less time consuming and more accurate as compared
to completing enumeration (census). In case of destructive tests, there is no
alternative to the sampling. Sampling is used in many of the practical situations
like quality control, market research, medical research, experimental analysis,
inventory control, surveys and so on.

Sample is a representative of population. Census represents cent percent of
population. The most important factors distinguishing whether to choose sample
or census is cost and time. There are seven steps involved in selecting the sample.

There are two types of samgle (a) Probability sampling and (b) Non-probability
sample. Probability sampling includes random sampling, stratified random
sampling systematic sampling, cluster sampling and multistage sampling. Random
sampling can be chosen by lottery method or using random number table. Samples
can be chosen either with equal probability or varying probability. Random
sampling can be systematic or stratified. In systematic random sampling, only the
first number is randomly selected. Then by adding a constant “K” remaining
numbers are generated. In stratified sampling, random samples are drawn from
several strata, which have more or less same characteristics. In multistage
sampling, sampling is drawn in several stages.

3.12 UNIT END ACTIVITY

Suppose you have to compare the fashion sense of different age groups in Delhi. How
will you select the optimum sample size?

3.13 KEYWORDS

Population: The aggregate or totality of all members is known as ‘population’; for
example, all items produced in a day at a factory is a population; few items selected
for testing or performance measurement by quality control inspector is a sample.

Sample: Data sampleis a set of data collected and/or selected from a statistical
population by a defined procedure.



Sampling: It indicates the selection of a part of the whole with a view to obtain
information about the whole.

Random Sample: A random sample of ‘n’ elements is a sample selected from the
entire population N such that each element (or member) has an equal chance (or
probability) of getting selected.

Sampling Frame: 1t is a list of all the units of the population. The preparation of a
sampling frame is many times, a major formidable practical problem. The frame
should be up-to-date and free from omission and duplication.

Standard Error: Standard error indicates how spread the distribution of sample
statistics is. It gives manager a sort of confidence in his estimate.

Census: A census is appropriate if the size of population is small.

Simple Random Sampling: Simple Random Sampling is the simplest type of
sampling, in which we draw a sample of size (n) in such a way that each of the ‘N’
members of the population has the same chance of being included in the sample.

Stratified Random Sampling: In stratified random sampling, the members of the
population are first assigned to strata or groups, on the basis of some characteristic and
a simple random sample is drawn from each stratum.

Judgment Sampling: In judgment sampling, the judgment or opinion of some experts
forms the basis of the sampling method.

3.14 QUESTIONS FOR DISCUSSION

1. Define sample, sampling, sampling frame and parameters.

2. What are the advantages of sampling over census?

3. Discuss the various sampling techniques. Differentiate between probability and
non-probability sampling.

4. A sample of 400 items is taken from a normal population whose mean as well as
variance is 4. If the sample mean is 4.5, can the sample be regarded as a truly
random sample?

Differentiate between simple random sampling and systematic sampling.
6. Write a short note on cluster vs. stratified sampling.

How are judgement and purposive sampling easy to use as compared to
probability sampling methods?

8. What is the minimum required sample size in estimating the population mean and
population proportion?

9. How do you select an optimum sample size? Explain with the help of an example.
10. What is a sampling frame? What are its different types?
11. Construct a sample design to find the information on following;:

(a) Satisfaction level of Maruti car users in Pune

(b) Preference of Coke over Pepsi in your town

(c) Proportion of PC owners in your organization

12. Define population and sampling unit for selecting a random sample in each of the
following cases:

(a) Hundred voters from a constituency

(b) Twenty stocks of National Stock Exchange
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13.

14.

15.

16.

17.

18.
19.

(c) Fifty account holders of State Bank of India
(d) Twenty employees of Tata Motors

What are the main questions that you keep in mind while determining the sample
size and how do you select optimum sample size?

Explain i detail concept of sampling distribution. Also explain the sampling
distribution of the mean with diagram.

How is sampling with replacement different from sampling without replacement?
Explain with diagram and examples.

Identify the appropriate target population and sampling frame for various
situations listed below:

(a) The regional marketing manager of a beverage company wants to test market
three new flavours to gauge their acceptance.

(b) A manufacturer wants to assess whether adequate inventories of spare parts
are being maintained by the distributors to prevent shortages and loss of
business.

(¢) A wholesaler dealing with audio/video equipments wants to evaluate the
reaction of dealers towards a new promotion policy announced.

(d) ATV channel wants to determine the viewing habits of housewives and their
programme preferences.

{e) A departmental chain such as Food World wants to determine the shopping
behaviour of customers who use the credit cards.

The above TV manufacturer is in the market for the past eight years. A survey
conducted in the past by an MR agency produced the following score using Likert
Scale. The data for various years is as below:

2000 - 18
2001 - 16
2002 - 17
2003 - 18
2004 - 20

What do you conclude about the customers' attitude? Is it favourable or
unfavourable?

What is statistical series?

Discuss four types of statistical series.

Check Your Progress: Model Answer
1. Non-probability

Judgment

Sampling error, intelligence

2

3

4. Sampling frame
5. Census

6

Lottery
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4.0 AIMS AND OBJECTIVES

After studying this lesson, you should be able to:

e® Define the term average and its functions and characteristics

® Write the uses, merits and demerits of mean, median and mode
® Tell about mathematical averages — AM, GM and HM

e FEstablish the relationship amongst mean, median and mode

® FEstablish the relationship amongst AM, GM and HM

4.1 INTRODUCTION

Summarization of the data is a necessary function of any statistical analysis. As a first
step in this direction, the huge mass of unwieldy data is summarized in the form of
tables and frequency distributions. In order to bring the characteristics of the data into
sharp focus, these tables and frequency distributions need to be summarized further. A
measure of central tendency or an average is very essential and an important summary
measure in any statistical analysis.

4.2 AVERAGE

The average of a distribution has been defined in various ways. Some of the important
definitions are mentioned below:

“An average is an attempt to find one single figure to describe the whele of figures ™.

— Clark and Sekkade

“Average is a value which is typical or representative of a set of data”.
— Murray R. Spiegal
“An average is a single value within the range of the data that is used to represent all

the values in the series. Since an average is somewhere within the range of data it is
sometimes called a measure of central value”.

— Croxton and Cowden

“A measure of central tendency is a typical value around which other figures
congregate”.

— Sipson and Kafka

4.2.1 Functions of an Average

® To present huge mass of data in a summarised form: 1t is very difficult for
human mind to grasp a large body of numerical figures. A measure of avcrage is
used to summarise such data into a single figure which makes it easier to
understand and remember.



o To facilitate comparison: Different sets of data can be compared by comparing
their averages. For example, the level of wages of workers in two factories can be
compared by mean (or average) wages of workers in each of them.

® To help in decision making: Most of the decisions to be taken in research,
planning, etc., are based on the average value of certain variables.

Example: 1f the average monthly sales of a company are falling, the sales manager
may have to take certain decisions to improve it.

4.2.2 Characteristics of a Good Average

A good measure of average must possess the following characteristics:

e |t should be rigidly defined, preferably by an algebraic formula, so that different
persons obtain the same value for a given set of data.

e [tshould be easy to compute.

e [t should be easy to understand.

e [t should be based on all the observations.

e [t should be capable of further algebraic treatment.

® [tshould not be unduly affected by extreme observations.

e It should not be much affected by the fluctuations of sampling.

4.2.3 Various Measures of Average
Various measures of average can be classified into the following three categories:
1. Mathematical Averages

(a) Arithmetic Mean or Mean

(b) Geometric Mean

(c) Harmonic Mean

(d) Quadratic Mean
2. Positional Averages

(a) Median

(b) Mode
3. Commercial Average

(a) Moving Average

(b) Progressive Average

(c) Composite Average

Out of above mentioned, we will discuss here only mathematical averages and
positional averages.

An average is a single value which can be taken as representative of the whole
distribution.

4.3 ARITHMETIC MEAN

Before the discussion of arithmetic mean, we shall introduce certain notations. It will
be assumed that there are n observations whose values are denoted by Xj, X, ..... X,
respectively. The sum of these observations X, + X, + ... + X, will be denoted in
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"
abbreviated form as ZX,, where 3, (called sigma) denotes summation sign. The

i=i
subscript of X, i.e., ‘" is a positive integer, which indicates the serial number of the
observation. Since there are n observations, variation in i will be from] to n. This is
indicated by writing it below and above 3., as written earlier. When there is no
ambiguity in range of summation, this indication can be skipped and we may simply
write _X] T Xz + o +1Y,-, = ZX/

Arithmetic mean is defined as the sum of observations divided by the number of
observations. It can be computed in two ways:

1. Simple arithmetic mean

2. Weighted arithmetic mean

In case of simple arithmetic mean, equal importance is given to all the observations
while in weighted arithmetic mean, the importance given to various observations is
not same.

4.3.1 Simple Arithmetic Mean

When Individual Observations are Given

Let there be n cbservations X, X5 ... X,. Their arithmetic mean can be calculated
either by direct method or by short cut methed. The arithmetic mean of these
observations will be denoted by X .

Direct Method: Under this method, X is obtained by dividihg sum of observations by
number of observations, i.e.,

> X
/_Y_: i=)

H

Short-cut Method: This method is used when the magnitude of individual
observations is large. The use of shortcut method ts helpful in the simplification of
calculation work.

Let A be any assumed mean. We subtract 4 from every observation. The difference
between an observation and 4, i.e., X, — A is called the deviation of ith observation
from 4 and is denoted by d;. Thus, we can write ; d) =X, -4, d,= X2 - 4, ... d,=X,—
A. On adding these deviations and dividing by 1 we get

Yd :Z(X,.—A): Y x, —nA:ZX,. .
n n

I n

- - d
ord=X-4 (Wheredz—E—')
n

Sa

n

On rearranging, we get X =A+d=A+

This result can be used for the calculation of X

Remarks: Theoretically we can select any value as assumed mean. However, for the
purpose of simplification of calculation work, the selected value should be as nearer to

the value of X as possible.



Example: The following figures relate to monthly output of cloth of a factory in a

given year:
Months : Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Output : 80 8 92 8 96 92 96 100 92 94 98 86
(in '000 metres)
Calculate the average monthly output.
Solution:
1. Using Direct Method
/?:80+88+92+84+96+92+96+100+92+94+98+86
12
=91.5 ('000mts)
2. Using Short-cut Method
Let A =90
X 80 | 88 | 92 [ 84 | 96 | 92 | 96 | 100| 92 | 94 | 98 | 86 | Total
d=X-Al-10| 2| 2|66 |2]6|0]2]a]8]|-4][za=1s

X =90+ % =90 +1.5=91.5 thousand mitrs

When Data are in the Form of an Ungrouped I'requency Distribution

Let there be n values X\, X, ..... X, out of which X| has occurred f; times, X, has
occurred f; times, ..... X, has occurred f, times. Let N be the total frequency, i.e.,

N = fo . Alternatively, this can be written as follows:

i=]

Values X X, --- X, Total Frequency

Frequency f 1 - In N

Direct Method: The arithmetic mean of these observations using direct method is

given by

X AH tat & Fdstiat et Koot mtoh, todk,

Hmes f; times
] )2

S, tmes

X:
ht I Tt ],

Since X, + X, + ... + X) added f) times can also be written f.X;. Similarly, by writing

other observation in same manner, we have

n 1

DINZ DIV ¢

_f|X|+f2X2+ ....... +f;,.Xn:,'=| :/:1
N A + 2 N
A /,_ -/;' Z‘f’
i=1

X =

Short-cut Method: As before, we take the deviations of observations from an arbitrary

value A. The deviation of i observation from A is d, =X, — A.

Multiplying both sides by f; we have f; d; = f; (X; — 4)
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Taking sum over all the observations
Xid; = Zf(X,~ A) = 3f X, ~ AL = ZfX, - AN
Dividing both sides by N we have

N fd X — — d. _
"‘]i’ :Z]C ’—A_:X—AoerAJr————f’ ~=A+d

Example: The following is the frequency distribution of age of 670 students of a
school. Compute the arithmetic mean of the data:

L‘X_(in vears) 5 6 7 8 9 10 11 12 1 13 14
Frequency 25 | 45 | 90 165t 112 | 96 | 81 26 18 12

Solution:

Direct Method: The computations are shown in the following table:
X 5 6 7 8 9 10 11 12 13 14 Total
f 25 45 90 | 165 112 96 81 26 18 12 Zf=670

fo 125 | 270 | 630 | 1320 | 1008 | 960 | 891 | 312 | 234 | 168 |ZfX =5918

= X 5918
X = -&- = ——— = 8.83 vears.
>/ 670
Short-cut Method: The method of computations is shown in the following table:
X 5 6 7 8 9 10 11 | 12 | 13| 14 |Total
f 25 45 90 (165 | 112 | 96 81 26 18 | 12 { 670
D=X-8| -3 =2 |-l 0 1 2 3 4 5 6
fd =75 -90 ]-90 | O 112 1192 [ 243 1104 | 90 | 72 | 558
= d 558
S X =4+ Zf =8+ —=8+0.83=28.83 years.
N 670

When Data are in the Form of a Grouped Frequency Distribution

In a grouped frequency distribution, there are classes along with their respective
frequencies.

Let I; be the lower limit and #, be the upper limit of i class. Further, let the number of
classes be n, so that i = 1, 2, ... n. Also let /; be the frequency of i" class. This
distribution can be written in tabular form, as shown.

Note: Here uy may or may not be equal to I, i.e., the upper limit of a class may or
may not be equal to the lower limit of its following class.

It may be recalled here that, in a grouped frequency distribution, we only know the
number of observations in a particular class interval and not their individual
magnitudes. Therefore, to calculate mean, we have to make a fundamental assumption
that the observations in a class are uniformly distributed.

Under this assumption, the mid-value of a class will be equal to the mean of
observations in that class and hence can be taken as their representative. Therefore, if
X. is the mid-value of i class with frequency f,, the above assumption implies that

there are f; observations each with magnitude X; (i = 1 to n). Thus, the arithmetic mean



of a grouped frequency distribution can also be calculated by the use of the formula,
given below.

( Class Interval Frequency (f)
[I'U[ ﬁ
h-u, S
In'”n _//1
Total Frequency =Z2f, =N

Remarks: The accuracy of arithmetic mean calculated for a grouped frequency
distribution depends upon the validity of the fundamental assumption. This
assumption is rarely met in practice. Therefore, we can only get an approximate value
of the arithmetic mean of a grouped frequency distribution.

Example: Calculate arithmetic mean of the following distribution:

Class Intervals: 0-10 10-20 20-30 3040 40-50 50-60 60-70 70-80
Frequency : 3 8 12 15 18 16 11 h)
Solution: '

Here only short-cut method will be used to calculate arithmetic mean but it can also
been calculated by the use of direct-method.

Class Intervals | Mid Values (X) Frequency (f) D=X-35 fd
0-10 5 3 -30 -90
10-20 1S 8 -20 -160
20-30 25 12 -10 -120
30-40 35 15 0 0
40-50 45 18 10 180
50-60 55 16 20 320
60-70 65 11 30 330
70-80 75 5 40 200
. Tonl 88 ' 660

- d
L X=A4A+ Zf :35+660=42.5

4.3.2 Weighted Arithmetic Mean

In the computation of simple arithmetic mean, equal importance is given to all the
items. But this may not be so in all situations. If all the items are not of equal
importance, then simple arithmetic mean will not be a good representative of the given
data. Hence, weighing of different items becomes necessary. The weights are assigned
to different items depending upon their importance, i.e., more important items are
assigned more weight.

Example: To calculate mean wage of the workers of a factory, it would be wrong to
compute simple arithmetic mean if there are a few workers (say managers) with very
high wages while majority of the workers are at low level of wages. The simple
arithmetic mean, in such a situation, will give a higher value that cannot be regarded
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as representative wage for the group. In order that the mean wage gives a realistic
picture of the distribution, the wages of managers should be given less importance in
its computation. The mean calculated in this manner is called weighted arithmetic
mean. The computation of weighted arithmetic is useful in many situations where
different items are of unequal importance, e.g., the construction index numbers,
computation of standardised death and birth-rates, etc.

Formulae for Weighted Arithmetic Mean

Let Xy, X, ... , X be n values with their respective weights wy, w, ... , w,. Their
weighted arithmetic mean denoted as X ,, is given by,

I. Using direct method

ZWX
Y

2. Using short-cut method

Xo= 2 L (whered, = X. - A)

Zw

3. Using step-deviation method

_ WL, —A
X. :A+22" ™« b (where u, = X'h )
w,

Remarks: If X denotes simple mean and X .. denotes the weighted mean of the same
data, then

1. X = X, when equal weights are assigned to all the items.

2. X > X, when items of small magnitude are assigned greater weights and
items of large magnitude are assigned lesser weights.

3. X < X, when items of small magnitude are assigned lesser weights and items of
large magnitude are assigned greater weights.

4.3.3 Properties of Arithmetic Mean
Arithmetic mean of a given data possesses the following properties:

1. The sum of deviations of the observations from their arithmetic mean is always
zero. According to this property, the arithmetic mean serves as a point of balance
or a centre of gravity of the distribution; since sum of positive deviations (i.e.,

deviations of observations which are greater than X) is equal to the sum of
negative deviations (i.e., deviations of observations which are less than X ).

2. The sum of squares of deviations of observations is minimum when taken from
their arithmetic mean. Because of this, the mean is sometimes termed as 'least
square’ measure of central tendency.

3. Arithmetic mean is capable of being treated algebraically.

This property of arithmetic mean highlights the relationship between X, Zf,.X,.

and N. According to this property, if any two of the three values are known, the
third can be easily computed.



If X | and NV, are the mean and number of observations of a series and X» and N,
are the corresponding magnitudes of another series, then the mean X of the
combined series of V; + N, observations is given by
N, X1+ N, X2

N, + N,

X=

If a constant B is added (subtracted) from every observation, the mean of these
observations also gets added (subtracted) by it.

If every observation is multiplied (divided) by a constant [3, the mean of these
observations also gets multiplied (divided) by it.

1f some observations of a series are replaced by some other observations, then the
mean of original observations will change by the average change in magnitude of
the changed observations.

Example: Find out the missing item (x) of the following frequency distribution whose
arithmetic mean i1s 11.37.

X @« 5 7 (x 11 13 16 20
f = 2 4 29 354 11 8 4

Solution:

= XX (5x2)+(Tx4)+29x + (11X 54) + (13 x 11) + (16 X 8) +(20 x 4)

= -
>/ 12
11.37= W 2b A+ 20 TG + 140 60 or11.37x112=983+29x
112
SX= 290.44 =10.015 =10 (approximately)

Example: The arithmetic mean of 50 items of a series was calculated by a student as
20. However, it was later discovered that an item 25 was misread as 35. Find the
correct value of mean.

Solution:

N=50and X=20.. ) X, =50x20=1000

= 99
= 1000 + 25 = 35 = 990 and X[con’cclcd) = 5—(;)' = 198

corrected)

Thus ) X,
Alternatively, using property 7:

Krew = Xoia + average change in magnitude = 20 — 50 =20-0.2=19.8

4.3.4 Merits and Demerits of Arithmetic Mean

Merits of Arithmetic Mean

Out of all averages arithmetic mean is the most popular average in statistics because
of its merits given below:

® Arithmetic mean is rigidly defined by an algebraic formula.
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e Calculation of arithmetic mean requires simple knowledge of addition,
multiplication and division of numbers and hence, is easy to calculate. 1t is also
simple to understand the meaning of arithinetic mean, e.g., the value per item or
per unit, etc.

e Calculation of arithmetic mean is based on all the observations and hence, it can
be regarded as representative of the given data.

e |t is capable of being treated mathematically and hence, is widely used in
statistical analysis,

e Arithmetic mean can be computed even if the detailed distribution is not known
but sum of observations and number of observations are known.

e |tis least affected by the fluctuations of sampling.

e [t represents the centre of gravity of the distribution because it balances the
magnitudes of observations which are greater and less than it.

e tprovides a good basis for the comparison of two or more distributions.

Demerits of Arithmetic Mean

Although, arithmetic mean satisfies most of the properties of an ideal average, it has
certain drawbacks and should be used with care. Some demerits of arithmetic mean
are mentioned below:

e [t can neither be determined by inspection nor by graphical location.

e Arithmetic mean cannot be computed for a qualitative data; like data on
intelligence, honesty, smoking habit, etc.

e it is too much affected by extreme observations and hence, it does not adequately
represent data consisting of some extreme observations.

e The value of mean obtained for a data may not be an observation of the data and
as such it is called a fictitious average.

e Arithmetic mean cannot be computed when class intervals have open ends. To
compute mean, some assumption regarding the width of class intervals is to be
made.

e In the absence of a complete distribution of observations the arithmetic mean may
fead to tallacious conclusions. For exampie, there may be two entirely different
distributions with same value of arithmetic mean.

e Simple arithmetic mean gives greater importance to larger values and lesser
importance to smaller values.

4.4 MEDIAN

Median of distribution is that value of the variate which divides it into two equal parts.
In terms of frequency curve, the ordinate drawn at median divides the area under the
curve into two equa! parts. Median is a positional average because its value depends
upon the position of an item and not on its magnitude.

4.4.1 Determination of Median
When Individual Observations are Given

The following steps are involved in the determination of median:

1. The given observations are arranged in either ascending or descending order of
magnitude.



2. Given that there are n observations, the median is given by: 105
Measurement of Central Tendency

: +1 . .
(a) The size of (nTjth observations, when n is odd.

(b) The mean of the sizes of gth and (%H] th observations, when n is even.
Example: Find median of the following observations:
20, 15, 25, 28, 18, 16, 30.

Solution:

Writing the observations in ascending order, we get 15, 16, 18, 20, 25, 28, 30.

Since n =7, i.e., odd, the median is the size of [L;lj i.e., 4th observation.

Hence, median, denoted by A, = 20.

Note: The same value of M, will be obtained by arranging the observations in
descending order of magnitude.

Example: Find median of the data : 245, 230, 265, 236, 220, 250
Solution:

Arranging these observations in ascending order of magnitude, we get
220,230, 236, 245, 250, 265. Here n = 6, 1.e., even.

Median will be arithmetic mean of the size of—g—th, i.e., 3rd and[§+ljth, i.e., 4th

observations.

2 2
Hence, M, = i;—%— =240.5

When Ungrouped Frequency Distribution is Given

In this case, the data are already arranged in the order of magnitude. Here, cumulative
frequency is computed and the median is determined in a manner similar to that of
individual observations.
Example: Locate median of the following frequency distribution:

Variable (X) : 10 11 12 13 14 15 16

Frequency(f): 8 15 25 20 12 10 5

Solution:
X : 10 11 12 13 14 15 16
f : 8 15 25 20 12 10 5

c.f. : 8 23 48 68 80 90 95

. 95+17". :
Here N = 95, which is odd. Thus, median is size of {—2—} i.e., 48" observation.

From the table 48" observation is 12,

M,=12



106
Business Statistics

Alternative Method

N 95 . C
—:7:47.5 Looking at the frequency distribution we note that there are 48

observations which are less than or equal to 12 and there are 72 (i.e., 95 — 23)
observations which are greater than or equal to 12. Hence, median is 12,

Example: Locate median of the following frequency distribution:

X : 0 1 2 3 4 5 6 7

f = 7 14 18 36 5] 54 52 20
Solution:

X 0 I 2 3 4 5 6 7

f 7 14 18 36 51 54 52 20
cf. | 7 21 39 75 126 180 232 252

Here N =252, i.e., even.

/ v
Now Y =22 _ 106 and X+ 12127,
3 3 2

Median is the mean of the size of 126" and 127" observation. From the table, we note
that 126™ observation is 4 and 127" observation is 5.
4+5
M, =—==45

Alternative Method

Looking at the frequency distribution we note that there are 126 observations which
are less than or equal to 4 and there are 252 — 75 = 177 observations which are greater
than or equal to 4. Similarly, observation 5 also satisfies this criterion. Therefore,

5:4.5.

median

When Grouped Frequency Distribution is Given (Interpolation Formula)

The determination of median, in this case, will be explained with the help of the
following example.

Example: The following table shows the daily sales of 230 footpath sellers of Chandni
Chowk:

Sales (in%) : 0-500 500-1000  1000-1500 1500-2000
No. of Sellers : 12 18 35 42

Sales (in%) : 2000-2500 2500-3000 3000-3500  3500-4000
No. of Sellers : 50 45 20 8
Locate the median of the above data using
(1) only the less than type ogive, and
(2) both, the less than and the greater than type ogives.



Solution:

To draw ogives, we need to have a cumulative frequency distribution.

Class Intervals | Frequency | Lessthan c.f. | More than c.f.
0-500 12 12 230
500-1000 18 30 218
1000-1500 35 65 200
1500-2000 42 107 165
2000-2500 50 157 123
2500-3000 45 202 73
3000-3500 20 222 28
3500-4000 8 230 8

1. Using the less than type give

Cumulative Frequency

256‘{

,_.

O

[NS]
.

]28}'

N
oy
'

N

Less than type Ogive

!
I
1
|
' Median = 2080
i

500 100

0 ];00 20l00 2500 3000 3500 4000
Values

N ) . . ) .
The value —2-: 115 is marked on the vertical axis and a horizontal line is drawn

from this point to meet the give at point S. Drop a perpendicular from S. The point

at which this meets X-axis is the median.

2. Using both types of gives

64T

Cumulative Frequency

—

Both Types of Ogives

—_

500 1000 1500 2000 2500 3000 3500 4000

Values
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A perpendicular is dropped from the point of intersection of the two ogives. The
point at which it intersects the X-axis gives median It is obvious from above
figures that median = 2080,

4.4.2 Properties of Median

It is a positional average.

It can be shown that the sum of absolute deviations is the minimum when taken
from median. This preperty implies that median is centrally located.

4.4.3 Merits, Demerits and Uses of Median

Merits

e [t is easy to understand and easy to calculate, especially in series of individual
observations and ungrouped frequency distributions. In such cases, it can even be
located by inspection.

® Median can be determined even when class intervals have open ends or not of
equal width.

e [t is not much affected by extreme observations. It is also independent of range or
dispersion of the data.

e Median can also be located graphically.

e [t is centrally located measure of average since the sum of absolute deviation is
the minimum when taken from median.

e [t is the only suitable average when data are qualitative and it is possible to rank
various items according to qualitative characteristics.

e Median conveys the idea of a typical observation.

Demerits

e [ncase of individual observations, the process of location of median requires their
arrangement in the order of magnitude which may be a cumbersome task,
particularly when the number of observations is very large.

e It, being a positional average, is not capable of being treated algebraically.

e [n case of individual cbservations, when the number of observations is even, the
median is estimated by taking mean of the two middle-most observations, which
is not an actual observation of the given data.

e It is not based on the magnitudes of all the observations. There may be a situation
where different sets of observations give same value of median. For example, the
following two ditferent sets of observations have median equal to 30.

Set1: 10, 20, 30, 40, 50 and Set 11 : 15, 25, 30, 60, 90.

e In comparison to arithmetic mean, it is much affected by the fluctuations of
sampling.

e The formula for the computation of median, in case of grouped frequency
distribution, is based on the assumption that the observations in the median class
are uniformly distributed. This assumption is rarely met in practice.

® Since it is not possible to define weighted median like weighted arithmetic mean,

this average is not suitable when different items are of unequal importance.



Uses

® [t is an appropriate measure of central tendency when the characteristics are not
measurable but different items are capable of being ranked.

e Median is used to convey the idea of a typical observation of the given data.

e Median is the most suitable measure of central tendency when the frequency
distribution is skewed. For example, income distribution of the people is generally
positively skewed and median is the most suitable measure of average in this case.

e Median is often computed when quick estimates of average are desired.

® When the given data has class intervals with open ends, median is preferred as a
measure of central tendency since it is not possible to calculate mean in this case.

4.5 MODE

Mode is that value of the variate which occurs maximum number of times in a
distribution and around which other items are densely distributed. In the words of
Croxton and Cowden, “The mode of a distribution is the value at the point around
which the items tend to be most heavily concentrated. It may be regarded the most
typical of a series of values.” Further, according to AM. Tuttle, “Mode is the value
which has the greatest frequency density in its immediate neighbourhood.”

If the frequency distribution is regular, then mode is determined by the value
corresponding to maximum frequency. There may be a situation where concentration
of observations around a value having maximum frequency is less than the
concentration of observations around some other value. In such a situation, mode
cannot be determined by the use of maximum frequency criterion. Further, there may
be concentration of observations around more than one value of the variable and,
accordingly, the distribution is said to be bi-model or multi-model depending upon
whether it is around two or more than two values.

The concept of mode, as a measure of central tendency, is preferable to mean and
median when it is desired to know the most typical value, e.g., the most common size
of shoes, the most common size of a ready-made garment, the most common size of
income, the most common size of pocket expenditure of a college student, the most
common size of a family in a locality, the most common duration of cure of viral-
fever, the most popular candidate in an election, etc.

4.5.1 Determination of Mode

When data are either in the form of individual observations or in the form of
ungrouped frequency distribution

Given individual observations, these are first transformed into an ungrouped
frequency distribution. The mode of an ungrouped frequency distribution can be
determined in two ways, as given below:

® By inspection

® By method of grouping

By Inspection

When a frequency distribution is fairly regular, then mode is often determined by
inspection, It is that value of the variate for which frequency is maximum. By a fairly
regular frequency distribution, we mean that as the values of the variable increase the
corresponding frequencies of these values first increase in a gradual manner and reach
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a peak at certain value and, finally. start declining gradually in, approximately, the
same manner as in case of increase.

Example: Compute mode of the following dara:
3,4,5,10,15,3,6.7,9,12,10,16, 18,
20,10,9,8,19,11,14,10,15. 17,9, 11

Solution:

Writing this in the form of a frequency distribution, we get

Values 3456 78 910 11 12 13 14 15 16 17 18 19 20

Frequency:2 1 1 1 11 34 2 1 t 1 1 1 1 1 1 1
Mode = 10

Remarks:

e Ifthe frequency of each possible value of the variable is same, there is no mode.

e [f there are two values having maximum frequency, the distribution is said to be
bi-modal.

By method of Grouping

This methed is used when the frequency distribution is not regular. Let us consider the
following example to illustrate this method.

Example: Determine the mode of the following distribution:
X : 10 11 12 13 14 15 16 17 18 19
f : 8 15 20 100 98 95 90 75 50 30

Soluticn:

This distribution is not regular because there is sudden increase in frequency from 20
to 100. Therefore, mode cannot be located by inspection and hence the metihod of
grouping is used. Various steps involved in this method are as follows:

e Prepare a table consisting of 6 columns in addition to a column for various values

of X.

e In the first column, write the frequencies against various values of X as given in
the question.

e In second column, the sum of frequencies, starting from the top and grouped in
twos, are written.

e In third column, the sum of frequencies starting from the second and grouped in
twos are written.

e In fourth column, the sum of frequencies, starting from the top and grouped in
threes are written.

e In fifth column, the sum of frequencies, starting from the second and grouped in
threes are written.

e In the sixth column, the sum of frequencies, starting from the third and grouped in
threes are written.

The highest frequency total in each of the six columns is identified and analysed to
determine mode. We apply this method for determining mode of the above example.



M @ k)| @ (5) (6)
10 8 -
n | s B 1 a5 ]
12 | 20 35 135

13 | ] 20| 5 - . 218
4|98 ) | @ ||

15 | 93 i
16 | 90 185 15 i 560
17 | s 1165 |7 i
215
18 | 50 125 ] 153
] s0]-
19 | 30 J
Analysis Table
Columns vV A R I A B L E
10 11 12 13 14 15 16 17 18 19
1 1
2 1 ]
3 1 l
4 1 1 1
5 l 1 1
6 | 1 |
Total 0 0 0 3 4 4 2 1 0 0

Since the value 14 and 15 are both repeated maximum number of times in the analysis

table, therefore, mode is ill defined. Mode in this case can be approximately located

by the use of the following formula, which will be discussed later, in this lesson.
Mode = 3 Median — 2 mean

Ca!culation of Median and Mean

X 10 1 12 13 14 15 16 17 18 19 Total
f 8 15 20 100 98 95 90 75 50 30 581

cf. | 8 23 43 143 241 336 426 501 551 581
fX | 80 165 240 1300 1372 1425 1440 1275 900 570 8767

Median = Size of (581+1/2)th, 1.e., 291st observation = 15.
Mean = 8767/581 = 15.09
Mode =3 x15-2 % 15.09=45-30.18 = 14.82

Remarks: If the most repeated values, in the above analysis table, were not adjacent,
the distribution would have been bi-modal, i.e., having two modes.

Example: The monthly profits (in ) of 100 shops are distributed as follows:
Profit per Shop : 0-100 100-200 200-300 300-400 400-500 500-600
No. of Shops : 12 18 27 20 17 6

Determine the ‘modal value’ of the distribution graphically and verify the result by
calculation.
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Solution:

Since the distribution is regular, the modal class would be a class having the highest
frequency. The modal class, of the given distribution, is 200-300.

Graphical Location of Mode

To locate mode we draw a histogram of the given frequency distribution. The mode is
located as shown in figure.

Graphical Location of Mode

30k

T

24
M, = 256

18 - ————

No. of Shops

12

100 200 300 400 500 600
Class Intervals

From the figure, mode =< 256.
Determination of Mode by Interpolation Formula

Since the modal class is 200-300, L, =200, A, =27 - 18=9, A, =27 — 20 = 7 and
h=100.

M, =200+9/9 +7 x 100 =3256.25.
4.5.2 Merits and Demerits of Mode

Merits

e It is easy to understand and easy to calculate. In many cases, it can be located just
by inspection.

e It can be located in situations where the variable is not measurable but
categorisation or ranking of observations is possible.

e Like mean or median, it is not affected by extreme observations. It can be
calculated even if these extreme observations are not known.

® It can be determined even if the distribution has open end classes.

e It can be located even when the class intervals are of unequal width provided that
the width of modal and that of its preceding and following classes are equal.

® [t is a value around which there is more concentration of observations and hence
the best representative of the data.



Demerits
® [t isnot based on all the observations.
® It is not capable of further mathematical treatment.

® [n certain cases mode is not rigidly defined and hence, the important requisite of a
good measure of central tendency is not satisfied.

e It is much affected by the fluctuations of sampling.

® It is not easy to calculate unless the number of observations is sufficiently large
and reveal a marked tendency of concentration around a particular value.

® It isnot suitable when different items of the data are of unequal importance.

e [tis an unstable average because, mode of a distribution, depends upon the choice
of width of class intervals.

4.5.3 Relation among Mean, Median and Mode

The relationship between the above measures of central tendency will be interpreted in
terms of a continuous frequency curve.

If the number of observations of a frequency distribution is increased gradually, then
accordingly, we need to have more number of classes, for approximately the same
range of values of the variable, and simultaneously, the width of the corresponding
classes would decrease. Consequently, the histogram of the frequency distribution will
get transformed into a smooth frequency curve, as shown in Figure 4.1,

Frequency

I

Figure 4.1: Frequency Curve

For a given distribution, the mean is the value of the variable which is the point of
balance or centre of gravity of the distribution. The median is the value such that half
of the observations are below it and remaining half are above it. In terms of the
frequency curve, the total area under the curve is divided into two equal parts by the
ordinate at median. Mode of a distribution is a value around which there is maximum
concentration of observations and is given by the point at which peak of the curve

occurs.
For a symmetrical distribution, all the three measures of central tendency are equal 1.e.
X = M, = M,, as shown in Figure 4.2,

Frequency

Figure 4.2: Symmetrical Distribution
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Imagine a situation in which the above symmetrical distribution is made asymmetrical
or positively (or negatively) skewed by adding some observations of very high (or
very low) magnitudes, so that the right hand (or the left hand) tail of the frequency
curve gets elongated. Consequently, the three measures will depart from each other.
Since mean takes into account the magnitudes of observations, it would be highlv
affected. Further, since the total number of observations will also increase, the median
would also be affected but to a lesser extent than mean. Finally, there would be no
change in the position of mode. More specifically, we shall have M, < My < X, when
skewness is positive and X < My < M,, when skewness is negative, as shown in
Figure 4 3.

Positively Skewed Distribution Negatively Skewed Distribution
g
5 \ {
54 !
=
ll ,./
ol MM, X MM,

Figure 4.3: Positively and Negatively Skewed Distribution

4.5.4 Empirical Relation among Mean, Median and Mode

Empirically, it has been observed that for a moderately skewed distribution, the
difference between mean and mode is approximately three times the difference
between mean and median, i.e.,

X —M,=3(X-My
This relation can be used to estimate the value of one of the measures when the values
of the other two are known.

Example:

(a) The mean and median of a moderately skewed distribution are 42.2 and 41.9
respectively. Find mode of the distiibution.

(b) For a moderately skewed distribution, the median price of men’s shoes is ¥ 380
and modal price is ¥ 350. Calculate mean price of shoes.
Solution:

(a) Here, mode will be determined by the use of empirical formula.
X-M,=3(X-M)orM,=3M,-2X

It is given that X =422 and Mg=419
M,=3x419-2x422=1257-844=413

- 3M,-M,
(b) Using the empirical relation, we can write X ——?—

It is given that My =3 380 and M, =3 350

y:3x382—350:?395
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46 GEOMETRIC MEAN Measurement of Central Tendency

The geometric mean of a series of n positive observations is defined as the n" root of

their product.

4.6.1 Calculation of Geometric Mean

Individual Series

If there are n observations, X}, X, ...... X,., such that X; > 0 for each i, their Geometric
Mean (GM) is defined as:

! » T
GM= (X, X,..X)" :(HX,J
=]

where the symbol ITis used to denote the product of observations.

To evaluate GM, we have to use logarithms. Taking log of both sides, we have

log (GM)=l|og(X],X2...X”)
n

[log X, +log X, +...+logX”)]=&)g—X’
n

S | —

Taking antilog of both sides, we have
| YlogX,
GM =antilog | &——
n

This result shows that the GM of a set of observations is the antilog of the arithmetic
mean of their logarithms.

Example: Calculate geometric mean of the following data:
1,7,29,92, 115 and 375

Solution:
Calculation of Geometric Mean

X | 7 29 92 115 375 Ziog X
log X 0.0000 0.8451 14624 19638 20607 2.5740 8.9060

log X . 8.9060
GM=antiloglﬁZ——}=antllog[ 966 }=30.50
n

GM = antilog = 30.50

Ungrouped Frequency Distribution

If the data consists of observations X), X, ...... X, with respective frequencies f), f5,
...... /i, where Zf, = N, the geometric mean is given by:
i=]
{
W 1
GM=| X, X,,.. X, Xy . Xy oo XX, | =[X0 X0 XS

Jj times [, umes /, umes
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Taking log of both sides, we have

Iog(GM):%[logle' +log X, + . +log X f’]

n

1
N

[/ log X, + fylog X, +...+ f, log X, |

H
/;log X;

P

N

7 1 n
or GM = antilog L—Zf, log X,} which is again equal to the antilog of the arithmetic

i=]

mean of the logarithm of observations.
Example: Calculate geometric mean of the following distribution:

X : 5 10 15 20 25 30
F : 13 18 50 40 10 6

Solution:
Calculation of GM

X f log X flog X

5 13 0.6990 9.0870

10 18 1.0000 18.0000

15 50 1.1761 58.8050

20 40 1.3010 52.0400

25 10 1.3979 13.9790

30 6 1.4771 8.8626
Total 137 _ 160.7736

. GM = antilog (160.7736/137) = antilog 1.1735 = 14.91.

4.6.2 Continuous Frequency Distribution

In case of a continuous frequency distribution, the class intervals are given. Let X;, X5,

..... X, denote the mid-values of the first, second ... n™ class interval respectively

~ with corresponding frequencies fi, f, ...... fi» such that Xf, = N. The formula for

calculation of GM is same as the formula used for an ungrouped frequency
distribution

filog X,
GM = antilog {L'Nb—'

Example: Calculate geometric mean of the following distribution:
Class Intervals:  5-15  15-25 25-35  35-45  45-55
Frequencies : 10 22 25 20 8



Solution:

Calculation of GM

Class f Mid-value (X) log X flog X

5-15 10 10 1.0000 10.0000
15-25 22 20 1.3010 28.6227
25-35 25 30 1.4771 36.9280
35-45 20 40 1.6020 32.0412
45-55 8 50 1.6990 13.5918
Total 85 121.1837

GM = antilog 121.1837/85 = antilog 1.4257 = 26.65

4.6.3 Weighted Geometric Mean

If various observations, X|, X,, ..... X, are not of equal importance in the data,
weighted geometric mean is calculated. Weighted GM of the observations X, X;,
...... X, with respective weights as w, w; .....w, is given by:

GM = antilog

T

i.e., weighted geometric mean of observations is equal to the antilog of weighted
arithmetic mean of their logarithms.

Example: Calculate weighted geometric mean of the following data:
Variable (X) : 5 8 44 160 500
Weights(w) : 10 9 3 2 1

How does it differ from simple geometric mean?

Solution:
Calculation of Weighted and Simple GM

X Weight (w) log (X) wlog X
5 10 0.6990 6.9900
8 9 0.9031 8.1278
44 3 [.6435 4.9304
160 2 2.2041 4.4082
500 ! 2.6990 2.6990
Total 25 8.1487 27.1554

Weighted GM = antilog 27.1554/25 = antilog 1.0862 = 12.20
Simple GM = antilog 8.1487/ 5 (n = 5) = antilog 1.6297 =42.63

Note that the simple GM is greater than the weighted GM because the given system of
weights assigns more importance to values having smaller magnitude.
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4.6.4 Geometric Mean of the Combined Group

If Gy, Gy, ... Gy are the geometric means of 4 groups having ny, m. ... ny
observations respectively, the geometric mean G of the combined group consisting of
mtmt . + ny, observaticns is given by

GM = antilog {

n logG, +n,logG, +........ +n, IOgG‘}antilog(zn’ IogG,—]
Y

Example: If the geometric means of two groups consisting of 10 and 25 observations
are 90.4 and 125.5 respectively, find the geometric mean of all the 35 observations
combined into a single group.

Solution:

]
Combined GM = antilog 4 lOgG| +n, Ong
n +172

Here ny, =10, G, =904, n, =25 and G, = 125.5

0log90.4 + 25 .
GM:antiiogI:1 log90.4 +25l0g125 5}

35
10 x1.9562 +25 % 2.0986
35

:antilog[ }: antilog 2.0579=114.27

To determine the average rate of change of price for the entire period when the rate
of change of prices for different periods are given

Let Py be the price of a commodity in the beginning of the first year. If it increases by
Ky % in the first year, the price at the end of st year (or beginning of second year) is
given by

k k)
R=PR+h—t=h1+—|=R(+r)
: 100 100 )

where r; = k;/100 denotes the rate of increase per rupee in first year. Similarly, if the
price changes by k,% in second year, the price at the end of second year is given by

7 7

R=R+R—KZ-=R(1+_K2J=R(1+E)
’ 100 'L 100 ’

Replacing the value of Py as Po(1 + r|) we can write
Py =Po(1 + )i +12)

Proceeding in this way, if 100r% is the rate of change of price in the ith year, the
price at the end of nth period, P, is given by

P,=Py(1+r)1+r)..(1+r) ..(1)

Further, let 100 » % per year be the average rate of increase of price that gives the
price P, at the end of n years. Therefore, we can write

P,=Pl +1)(1+r) ... (I+r)=Po(1 +r) -(2)
Equating (1) and (2), we can write

1+ =0+r) (1 +r) .. (l+r)



(1+r)=|:(1+r,)(1+r2) ...... (1+r":l]; ..(3)

This shows that (1 + r) is geometric mean of (1 + 1), (1 + 1), ...... and (1 +r,).

From (3), we get

r=[0+r) A +7)0 (1+r”)]§—1 (4)

In the above equation, r denotes the per unit rate of change. This rate is termed as the
rate of increase or the rate of growth if positive and the rate of decrease or the rate of
decay if negative.

4.6.5 Average Rate of Growth of Population

The average rate of growth of price, denoted by r in the above section, can also be
interpreted as the average rate of growth of population. If Py denotes the population in
the beginning of the period and P, the population after n years, using Equation (2), we
can write the expression for the average rate of change of population per annum as

1
PT
r=l =1 =1
(%,

Similarly, Equation (4), given above, can be used to find the average rate of growth of
population when its rates of growth in various years are given.

Remarks: The formulae of price and population changes, considered above, can also
be extended to various other situations like growth of money, capital, output, etc.

Example: The population of a country increased from 2,00,000 to 2,40,000 within a
period of 10 years. Find the average rate of growth of population per year.

Solution:

Let r be the average rate of growth of population per year for the period of 10 years.
Let P, be initial and Py, be the final population for this period.

We are given Py =2,00,000 and P,y =2,40,000.

3 Ly
_(Po ) {240,000V
P, 2,00,000

)

Now (24)5 antilo {1 (log24 ~lo 20)]
S = 1 — _
20 & 10 & &

= antilog [%(1 3802 — 1.3010)} = antilog(0.0079)=1.018

Thus, r=1.018-1=0.018.
Hence, the percentage rate of growth =0.018 x 100 = 1.8% p.a.

4.6.6 Suitability of Geometric Mean for Averaging Ratios

It will be shown here that the geometric mean is more appropriate than arithmetic
mean while averaging ratios. :
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Let there be two values of each of the variables x and y, as given below:

p
X y Ratio L}—] Ratio [ZJ

y X
40 60 2/3 372
20 80 1/4 4

Now AM of (x/y) ratios = (2/3+1/4)/2 = 11/24 and the AM of (y/x) ratios = (3/2 +4)/2
= 11/4. We note that their product is not equal to unity.

i ) . . 1 —
However, the product of their respective geometric means, i.e., T and V6 is equal to
6

unity.

Since it is desirable that a method of average should be independent of the way in
which a ratio is expressed, it seems reasonable to regard geometric mean as more
appropriate than arithmetic mean while averaging ratios.

4.6.7 Properties of Geometric Mean

1. As in case of arithmetic mean, the sum of deviations of logarithms of values from
the log GM 1is equal to zero.

This property implies that the product of the ratios of GM to each observation,
that is less than it, is equal to the product the ratios of each observation to GM that
is greater than it. For example, if the observations are 5, 25, 125 and 625, their
GM = 55.9. The above property implies that

55.9)( 559 125 y 625
5 25 559 559

2. Similar to the arithmetic mean, where the sum of observations remains unaitered
if each observation is replaced by their AM, the product of observations remains
unaltered if each observation is replaced by their GM.

4.6.8 Merits, Demerits and Uses of Geometric Mean

Merits
e [tisarigidly defined average.
e ltis based on all the observations.

e It is capable of mathematical treatment. 1f any two out of the three values, i.e.,
(1) product of observations, (ii) GM of observations and (iii) number of
observations, are known, the third can be calculated.

In contrast to AM, it is less affected by extreme observations.
It gives more weights to smaller observations and vice-versa.

Demerits
e Itis not very easy to calculate and hence not very popular.
e Like AM, it may be a value which does not exist in the set of given observations.

Uses
e It is most suitable for averaging ratios and exponential rates of changes.
e ]tisused in the construction of index numbers.

e It is often used to study certain social or economic phenomena.



4.7 HARMONIC MEAN

The harmonic mean of n observations, none of which is zero, is defined as the
reciprocal of the arithmetic mean of their reciprocals.

4.7.1 Calculation of Harmonic Mean

Individual Series
If there are n observations X;, Xs, ...... X, their harmonic mean is defined as
n n
ol = 1 [ i |
= H e — —
X X, X X

n 1= i

Example: Obtain harmonic mean of 15, 18, 23, 25 and 30.

Solution:
HM = : = > =20.92
1,1 T T T 0239
15 18 23 25 30
Ungrouped Frequency Distribution
For ungrouped data, i.e., each X, Xs, ...... X,, occur with respective frequency f), f5 ......

Jo where Zff = N is total frequency, the arithmetic mean of the reciprocals of
observations is given by

.
X

i=] 1

Thus, HM = L
s
X,
Example: Draw a blank table to show the population of a city according to age, sex
and unemployment in various years.

Solution:

Note: The table can be extended for the years 2012, 2013....., etc.
Example: Calculate harmonic mean of the following data:

X : 10 11 12 13 14

f : 5 8 10 9 6

Solution:
Calculation of Harmonic Mean
X 10 11 12 13 14 Totaﬂ
Frequency (f) 5 8 10 9 6 38
f x% 0.5000 0.7273 0.8333 0.6923 0.4286 3.1815

HM =38/3.1815=11.94
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Continuous Frequency Distribution

in case of a continuous frequency distribution, the class intervals are given. The mid-
values of the first, second ...... nth classes are denoted by X|, X5, ...... X,. The formula
for the harmonic mean is same.

Example: Find the harmonic mean of the following distribution:
Class Intervals : 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80
Frequency : 5 8 11 21 35 30 22 18

Solution:

Calculation of Harmonic Mean

Class Intervals| 0-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 | Total

Frequency (f) 5 8 11 21 33 30 22 18 150
Mid-value (X) [ 5 15 25 35 45 55 65 75
f

% 1.0000 0.5333 0.4400 0.6000 0.7778 0.5455 0.3385 0.2400|4.4751

HM = 150/4. 4751 =33.52

4.7.2 Weighted Harmonic Mean

If Xy, X5, ...... X, are n observations with weights wi,w, ...... w, respectively, their
weighted harmonic mean is defined as follows:
w
HM = z :
w,
X

Example: A train travels 50 kms at a speed of 40 kms/hour, 60 kms at a speed of 50
kms/ hour and 40 kms at a speed of 60 kms/hour. Calculate the weighted harmonic
mean of the speed of the train taking distances travelled as weights. Verify that this
harmonic mean represents an appropriate average of the speed of train.

Solution:
Sw, 150 150
HM = = = (1
2& ﬂJr@Jr@ 1.25+1.20+0.67 ()
X 40 50 60

=48.13 kms/hour
Verification: Average speed = Total distance travelled/Total time taken

We note that the numerator of Equation (1) gives the total distance travelled by train.
Further, its denominator represents total time taken by the train in travelling 150 kms,
since 50/40 is time taken by the train in travelling 50 kms at a speed of 40 kms/hour.
Similarly, 60/50 and 40/60 are time taken by the train in travelling 60 kms and 40 kms
at the speeds of 50 kms/hour and 60 kms/hour respectively. Hence, weighted
harmonic mean is most appropriate average in this case.

Example: Ram goes from his house to office on a cycle at a speed of 12 kms/hour and
returns at a speed of 14 kms/hour. Find his average speed.



Solution:

Since the distances of travel at various speeds are equal, the average speed of Ram
will be given by the simple harmonic mean of the given speeds.

22
l =
_+L 0.1547
1214

=12.92 kms/hour

Average speed =

4.7.3 Merits and Demerits of Harmonic Mean

Merits

Itis a rigidly defined average.

e |t is based on all the observations.

e [t gives less weight to large items and vice-versa.
® [t is capable of further mathematical treatment.

e tis suitable in computing average rate under certain conditions.

Demerits

e [tisnoteasy to compute and is difficult to understand.

® [t may not be an actual item of the given observations.

e [t cannot be calculated if one or more observations are equal to zero.

e [t may not be representative of the data if small observations are given
correspondingly small weights.

Check Your Progress

Fill in the blanks;

l. is defined as the sum of observations divided by the
number of observations.

2. The sum of deviations of the observations from their arithmetic mean is
always

3. of distribution is that value of the variate which divides it
into two equal parts.

4, is that value of the variate which occurs maximum
number of times in a distribution and around which other items are
densely distributed.

5. The geometric mean of a series of n positive observations is defined as
the root of their product.

6. denotes the population in the beginning of the period.

4.8 LET US SUM UP

e Summarization of the data is a necessary function of any statistical analysis.
e Average is a value which is typical or representative of a set of data.

® Arithmetic mean is defined as the sum of observations divided by the number of
observations.
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e Jn order that the mean wage gives a realistic picture of the distribution, the wages
of managers should be given less importarnice in its computation. The mean
calculated in this manner is called weighted arithmetic mean.

e If a constant B is added (subtracted) from every observation, the mean of these
observations also gets added (subtracted) by it.

e if every observation is multiplied (divided) by a constant b, the mean of these
observations also gets multiplied (divided) by it.

e If some observations of a series are replaced by some other observations, then the
mean of original observations will change by the average change in magnitude of
the changed observations.

® Arithmetic mean is rigidly defined by an algebraic formula.

e Median of distribution is that value of the variate which divides it into two equal
parts.

® Median conveys the idea of a typicai observation.

® Mode is that value of the variate which occurs maximum number of times in a
distribution and around which other items are densely distributed.

® The geometric mean of a series of n positive observations is defined as the nth
root of their product.

® The harmonic mean of # observations, none of which is zero, is defined as the
reciprocal of the arithmetic mean of their reciprocals.

4.9 UNIT END ACTIVITY

Premier Automobiles Ltd. does statistical analysis for an automobile racing team.
Here are the fuel consumption figures in Kilometer per litre for the team’s cars in the
recent races.

477 611 6.11 505 599 491 527 6.0l
575 489 6.05 522 6.02 524 6.11 502
(a) Calculate the median fuel consumption.
(b) Calculate the mean fuel consumption.

(c) Group the given data into equally sized classes. What is the fuel consumption
value of the modal classes?

(d) Which of the three measures of central tendency is best for Allison to use when
she orders fuel? Explain.

4.10 KEYWORDS

Average: An average is a single value within the range of the data that is used to
represent all the values in the series.

Arithmetic Mean: Arithmetic mean is defined as the sum of observations divided by
the number of observations.

Geometric Mean: The geometric mean of a series of n positive observations is defined
as the nth root of their product.

Harmonic Mean: The harmonic mean of n observations, none of which is zero, is
defined as the reciprocal of the arithmetic mean of their reciprocals.



Measure of Central Tendency: A measure of central tendency is a typical value
around which other figures congregate.

Measure of Central Value: Since an average is somewhere within the range of data it
is sometimes called a measure of central value.

Median: Median of distribution is that value of the variate which divides it into two
equal parts.

Mode: Mode is that value of the variate which occurs maximum number of times in a
distribution and around which other items are densely distributed.

Weighted Arithmetic Mean: Weights are assigned to different items depending upon
their importance, i.e., more important items are assigned more weight.

Weighted Geometric Mean: Weighted geometric mean of observations is equal to the
antilog of weighted arithmetic mean of their logarithms.

4.11 QUESTIONS FOR DISCUSSION

1. What are the functions of an average?
2. Discuss the relative merits and demerits of various types of statistical averages.
3. Compute arithmetic mean of the following series:
Marks : 0-10 10-20 20-30 30-40 40-50 50-60
No. of Students: 12 18 27 20 17 6
4. Calculate arithmetic mean thhe following data:
Mid-values : 10 12 14 16 18 20
Frequency : 3 7 12 18 10 5

5. Find out the missing frequency in the following distribution with mean equal
to 30.

Class : 0-10 10-20 20-30 30-40 40-50
Frequency : 5 6 10 ? 13

6. A distribution consists of three components each with total frequency of 200, 250
and 300 and with means of 25, 10 and 15 respectively. Find out the mean of the
combined distribution.

7. The mean of a certain number of items is 20. If an observation 25 is added to the
data, the mean becomes 21. Find the number of items in the original data.

8. The mean age of a combined group of men and women is 30 years. If the mean
age of the men’s group is 32 years and that for the women’s group is 27 years,
find the percentage of men and women in the combined group.

9. Locate median of the following data:
65, 85, 55,75, 96, 76, 65, 60, 40, 85, 80, 125, 115, 40

10. Find out median from the following:
No. of Workers : 1-5  6-10 11-15 16-20 21-25
No. of Factories : 3 8 13 11 5
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11.

17.

18.

19.

20.

21

Find median from the following distribution:

X : 1 2 3 4 5-9 10-14  15-19  20-25
f 5 10 16 20 30 15 8 6
. Give the essential requisites of a measure of ‘Central Tendency’. Under what

circumstances would a geometric mean or a harmonic mean be more appropriate
than arithmetic mean?

. Determine the mode of the following data:

58, 60, 31, 62, 48, 37, 78, 43, 65, 48

. Find geometric mean from the following daily income (in %) of 10 families:

85, 70, 15, 75, 500, 8, 45, 250, 40 and 36.

. The price of a commodity increased by 12% in 1986, by 30% in 1987 and by 15%

in 1988. Calculate the average increase of price per year.

. The population of a city was 30 lakh in 1981 which increased to 45 lakh in 1991.

Determine the rate of growth of population per annum. If the same growth
continues, what will be the population of the city in 1995.

The value of a machine depreciated by 30% in st year, 13% in 2nd year and by
5% in each of the following three years. Determine the average rate of
depreciation for the entire period.

The geometric means of three groups consisting of 15, 20 and 23 observations are
14.5,30.2 and 28.8 respectively. Find geometric mean of the combined group.

A sum of money was invested for 3 years. The rates of interest in the first, second
and third year were 10%, 12% and 14% respectively. Determine the average rate
of interest per annum.

The weighted geometric mean of four numbers 8, 25, 17 and 30 is 15.3. If the
weights of first three numbers are 5, 3 and 4 respectively, find the weight of the
fourth number.

The annual rates of growth of output of a factory in five years are 5.0, 6.5, 4.5, 8.5
and 7.5 percent respectively. What is the compound rate of growth of output per
annum for the period?

Check Your Progress: Model Answer
1. Arithmetic Mean

2. Zero

3. Median

4, Mode

5. n"

6. Py
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5.0 AIMS AND OBJECTIVES

After studying this lesson, you should be able to:
® Define the terms dispersion and range

® Discuss the objectives and characteristics of a good measure of dispersion
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e State the merits and demerits of mean deviation
® [xplain the concept of standard deviation

@ Describe the coefficient of variation

5.1 INTRODUCTION

A measure of central tendency summarizes the distribution of a variable into a single
figure which can be regarded as its representative. This measure alone, however, is not
sufficient to describe a distribution because there may be a situation where two or
more different distributions have the same central value. Conversely, it is possible that
the pattern of distribution in two or more situations is same but the values of their
central tendency are different. Hence, it is necessary to define some additional
summary measures to adequately represent the characteristics of a distribution. One
such measure is known as the measure of dispersion or the measure of variaticn. So
far we have discussed the measures of central tendency and dispersion of frequency
distributions for their summarization and comparison with each other.

5.2 DEFINITIONS OF DISPERSION

The concept of dispersion is related to the extent of scatter or variability in
observations. The variability, in an observation, is often measured as its deviation
from a central value. A suitable average of all such deviations is called the measure of
dispersion.

Some important definitions of dispersion are given below:

“Dispersion is the measure of variation of the items.”
—A.L. Bowley

“Dispersion is the measure of extent to which individual items vary.”
—L.R. Connor

“The measure of the scatteredness of the mass of figures in a series about an average
is called the measure of variation or dispersion.”

— Simpson and Kafka

“The degree to which numerical data tend to spread about an average value is called
variation or dispersion of the data.” —Spiegel

Measures of central tendency are known as the averages of first order. Measures of
dispersion are known as the averages of second order.

The measures of central tendencies (i.e. means) indicate the general magnitude of the
data and locate only the centre of a distribution of measures. They do not establish the
degree of variability or the spread out or scatter of the individual items and their
deviation from (or the difference with) the means.

According to Nciswanger, "Two distributions of statistical data may be symmetrical
and have common means, medians and modes and identical frequencies in the modal
class. Yet with these points in common they may differ widely in the scatter or in their
values about the measures of central tendencies."

Simpson and Kafka said, "An average alone does not tell the full story. It is hardly
Sfully representative of a mass, unless we know the manner in which the individual
item. Scatter around it .... a further description of a series is necessary, if we are to
gauge how representative the average is.”

From this discussion, we now focus our attention on the scatter or variability which is
known as dispersion. Let us take the following three sets.



( Students Group X Group Y Group Z

‘ 1 50 45 30
( 2 50 50 45
\ 3 50 55 75

( mean iii 50 50 50

Thus, the three groups have same mean i.e. 50. In fact, the median of group X and Y
are also equal. Now if one would say that the students from the three groups are of
equal capabilities, it is totally a wrong conclusion then. Close examination reveals that
in group X students have equal marks as the mean, students from group Y are very
close to the mean but in the third group Z, the marks are widely scattered. It is thus
clear that the measures of the central tendency is alone not sufficient to describe the
data.

3.3 OBJECTIVES OF MEASURING DISPERSION

The main objectives of measuring dispersion of a distribution are mentioned below:

1. To test reliability of an average: A measure of dispersion can be used to test the
reliability of an average. A low value of dispersion umplies that there is greater
degree of homogeneity among various items and, consequently, their average can
be taken as more reliable or representative of the distribution.

2. To compare the extent of variability in two or more distributions: The extent of
variability in two or more distributions can be compared by computing their
respective dispersions. A distribution having lower value of dispersion is said to
be more uniform or consistent,

3. To facilitate the computations of other statistical measures: Measures of
dispersions are used in computations of various important statistical measures like
correlation, regression, test statistics, confidence intervals, control limits, etc.

4. To serve as the basis for control of variations: The main objective of computing
a measure of dispersion is to know whether the given observations are uniform or
not. This knowledge may be utilised in many ways. In the words of Spurr and
Bonini, “In matters of health, variations in body temperature. pulse beat and
blood pressure are busic guides to diagnosis. Prescribed treatment is designed to
control their variations. In industrial production, efficient operation requires
control of quality variations, the causes of which are sought through inspection
and quality control programs”. The extent of inequalities of income and wealth in
any society may help in the selection of an appropriate policy to control their
variations.

5.4 MEASURES OF DISPERSION

Various measures of dispersion can be classified into two broad categories:

1. The measures which express the spread of observations in terms of distance
between the values of selected observations. These are also termed as distance
measures, e.g., range, interquartile range, inter percentile range, etc.

2. The measures which express the spread of observations in terms of the average of
deviations of observations from some central value. These are also termed as the
averages of second order, e.g., mean deviation, standard deviation, etc.
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The following are some important measures of dispersion:
(2) Range

(b) Interquartile Range

(¢} Mean Deviation

(d) Standard Deviation

5.5 RANGE

The range of a distribution is the difference between its two extreme observations, i.e.,
the difference between the largest and smallest observations. Symbolically,

R=L-S§

where R denotes range, L and S denote largest and smallest observations, respectively.
R is the absolute measure of range. A relative measure of range, also termed as the
coefficient of range, is defined as:

Coefficient of Range =L -S/L+S
Example: Find range and coefficient of range for each of the following data:
1. Weekly wages of 10 workers of a factory are:
310, 350, 420, 105, 115, 290, 245, 450, 300, 375.

2. The distribution of marks obtained by 100 students:
Marks : 0-10 10-20  20-30  30-40 40-50
No. of Students 3 6 14 21 20 18
Marks : 50-60  60-70 70-80  80-90 90-100
No. of Students : 10 5 3 2 1

3. The age distribution of 60 school going children:
Age (in years) H 5-7 8-10 11-13  i4-16 17-19
Frequency H 20 18 10 8 4

Solution:
1. Range=450-105=%345
Coefficient of Range = 450 — 105/450 + 105 =0.62
Range = 100 — 0 = 100 marks
Coefficient of Range = 100—-0/100+ 0 =1
3. Range=19-5=12 Years
Coefficient of Range = 19-5/19 + 5 =10.583

[R]

5.5.1 Merits and Demerits of Range

Merits
e [t is easy to understand and easy to calculate.

e It gives a quick measure of variability.
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Demerits

e [tisnot based on all the observations.

e [tis very much affected by extreme observations.

e [tonly gives rough idea of spread of observations.

e [t does not give any idea about the pattern of the distribution. There can be two
distributions with the same range but different patterns of distribution.

e [tis very much affected by fluctuations of sampling.

e |t is not capable of being treated mathematically.

e ltcannot be calculated for a distribution with open ends.

5.5.2 Uses of Range
In spite of many serious demerits, it is useful in the following situations:

e It is used in the preparation of control charts for controlling the quality of
manufactured items.

e It is also used in the study of fluctuations of, say, price of a commodity,
temperature of a patient, amount of rainfall in a given period, etc.

5.6 INTERQUARTILE RANGE

Interquartile range is an absolute measure of dispersion given by the difference
between third quartile (Q;) and first quartile (Q;).

Symbolically, Interquartile range = Q3 — Q.

5.6.1 Interpercentile Range

The difficulty of extreme observations can also be tackled by the use of interpercentile
range or simply percentile range.

Symbolically, percentile range = Pyo0-4— Pi (i < 50).

This measure excludes i% of the observations at each end of the distribution and is a
range of the middle (100 — 2i)% of the observations.

Normally, a percentile range corresponding to 1 = 10, i.e., Pog — Py is used. Since Q, =
P,s and Q; = Pys, therefore, interquartile range is also a percentile range.

Example: Determine the interquartile range and percentile range of the following

distribution:
Class Intervals +11-1313-1515-17 17-19 19-21 21-23 23-25

Frequency I 10 15 20 12 11 4
Solution:
Class Intervals Frequency Less than c.f.
11-13 8 8
13-15 10 18
15-17 15 33
17-19 20 53
19-21 12 65
21-23 11 76
23-25 4 80
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1. Calculation of Interquartile Range

Caiculation of Q,

Since N/4 = 80/4 = 20, the first quartile class is 15-17
lQl =15, fQII 15,h=2and C=18

Hence, Q1= 15+ (20-18)/15 x2=15.27

Calculation of Q4

Since 3N/4 = 3 x 80/4 = 60, the third quartile class is 19-21
lo, =19,fg,=12.h=2and C=53

Hence, Q3 = 19 + (60 —153)/12 x 2=20.17

Thus, the interquartile range = 20.17 - 15.27 =4.90

2. Calculation of Percentile Range

Calculation of Py

Since, 10N/100 = 10 x 80/100 = 8, Py lies in the class interval 11-13
L, =11, f, =8h=2andC=0

Henc-e,
P =11+8—;Qx2:13
Calculation of Py
Since, 90N/100 = 90 x 80/100 = 72, Po, lies in the class interval 21-23
Ay, =21, f, =11, h=2and C=65

Hence,

72-65 x2=12227

Py =21+

Thus, the percentile range = Pgg — Py = 22.27 - 13.0 =9.27.

5.6.2 Quartile Deviation or Semi-interquartile Range

Half of the interquartile range is called the quartile deviation or semi-interquartile
range.

Symbolically, Q.D. = Q;-Q/2

The value of Q.D. gives the average magnitude by which the two quartiles deviate
from median. If the distribution is approximately symmetrical, then Mg+ Q.D. will
include about 50% of the observations and, thus, we can write Q, = My — Q.D. and Q3
=M+ Q.D.

Further, a low value of Q.D. indicates a high concentration of central 50%
observations and vice-versa. Quartile deviation is an absolute measure of dispersion.



The corresponding relative measure is known as coefficient of quartile deviation
defined as

9,-0, 0-0

: =_ 2 _¥"=

Coefficient of Q.D. 0.,+0, 0.+0
2

Analogous to quartile deviation and the coefficient of quartile deviation we can also
define a percentile deviation and coefficient of percentile deviation as
Rei—F Poo-i = F

L and :
R+ B

Example: Find the quartile deviation, percentile deviation and their coefficients from
the following data:

Age (in years) : 15 16 17 18 19 20 21
No.of Students : 4 6 10 15 12 9 4

Solution:
Table for the Calculation of Q.D. and P.D.
Age (X) No. of Students (f) | Less than c.f.
15 4 4
16 6 10
17 10 20
18 15 35
19 12 47
20 9 56
21| 4 60
We have,
V . ;

il =@ =15 .~ Qy =17 (by inspection)

4 4

3N 3x60

—= =45 =19 "

7 . Qs
N

l-=]OX60:6 Py=16 "

100 100

90N:90><60 —54 o Pe=20 "

100 100

Thus, Q.D. =19-17/2=1yearand P.D. =20 - 16 /2 = 2 years
Also, Coefficientof Q.D.=19-17/19+ 17 =0.056
and Coefficient of P.D. =20 -16/20+ 16 =0.11

5.6.3 Merits and Demerits of Quartile Deviation

Merits
e Itis rigidly defined.

e [tis easy to understand and easy to compute.
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e [t is not affected by extreme observations and hence a suitable measure of
dispersion when a distribution is highly skewed.

e Itcan be calculated cven for a distribution with open ends.
Demerits .
e It is not based on all the observations, hence, not a reliable measure of dispersion.

e It is very much affected by the fluctuations of sampling.

® [t is not capable of being treated mathematically.

5.7 MEAN DEVIATION OR AVERAGE DEVIATION

Mean deviation is a measure of dispersion based on all the observations. It is defined
as the arithmetic mean of the absolute deviations of observations from a central value
like mean, median or mode. Here the dispersion in each observation is measured by its
deviation from a central value. This deviation will be positive for an observation
greater than the central value and negative for less than it.

5.7.1 Calculation of Mean Deviation

The following are the formulae for the computation of mean deviation (M.D.) of an
individual series of observations X, X, ..... X

1
1

1. M.D. from X'z—i‘X,—/\_’i
n 1=1
2. M.D. from M, =li\x,. - M,|
e

1 s
3. M.D.from M,=—Y1X, - M,|
n i<

In case of an ungrouped frequency distribution, the observations X;, Xs, ..... X, occur
with respective frequencies fi, T, ..... f; such that

AR
i=1
The corresponding formulae for M.D. can be written as:

I. M.D. from )?=lij;‘X,—)?|
nic
2. M.D. from M, :lif,]x,. -M,|
n oz

l il
3. M.D.from M, ==Y f1X,—M,|
L

The above formulae are also applicable to a grouped frequency distribution where the
symbols X, Xs, ..... X, will denote the mid-values of the first, second ..... nth classes

respectively.

Remarks: We state without proof that the mean deviation is minimum when
deviations are taken from median.
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The above formulae for mean deviation give an absolute measure of dispersion. The '
formulae for relative measure, termed as the coefficient of mean deviation, are given
below:

I. Coefficient of M.D. from X :%go’”{
2. Coefficient of M.D. from M, = %
/i d

M .D. from M,

3. Coefficient of M.D. from M, =
MO

Example: Calculate mean deviation from mean and median for the following data of
heights (in inches) of 10 persons.

60, 62, 70, 69, 63, 65, 60, 68, 63, 64

Also calculate their respective coefficients.

Solution:

Calculation of M.D. from X

X=60+62+70+69+63+65+ 60+ 68+63+64/10 = 64.4 inches
Sum of observations greater than X =70 + 69 + 65 + 68 =272

Sum of observations less than X =60 + 62 + 63 + 60 + 63 + 64 =372
Also, k,2=4 andk, =6

M.D. from X =1/10 [272 — 372 — (4 — 6) 64.4] = 2.88 inches

Also, coefficient of M.D. from X =2.88/64.4 = 0.045

Coefficient of M.D. from M,

Arranging the observations in order of magnitude, we have

60, 60, 62, 63, 63, 64, 65, 68, 69, 70

The median of the above observations is = 63 + 64/2 = 63.5 inches

Sum of observations greater than My = 64 + 65 + 68 + 69 + 70 =336

Sum of observations less than My= 60 + 60 + 62 + 63 + 63 = 308

Also, k;=5andk, =5

[336 -308—(5-5)63.5]
10

Also, the coefficient of M.D. from My = 2.8/63.5 = 0.044

Example: Calculate mean deviation from median and its coefficient from the given
data:

= 2.8 inches

M.D. from My =

f 15 45 91 162 110 95 8 26 13 2
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Calculation of Mean Deviation

X f Less than c.f. | [X—df | X4
0 15 15 4 60
1 45 60 3 135
2 91 151 2 182
3 162 313 i 162
4 110 423 0 0
5 95 518 1 95
6 82 600 2 164
7 20 626 3 78
8 13 639 4 52
9 2 641 5 10
Total 938
Since N/2 =641/2 = 320.5 ~. Mgy =4 (by inspection)

Thus, M.D. = 938/641 =1.46 and the coefficient of M.D. = 1.46/4 = 0.365

Example: Calculate mean deviation from median for the following data:

Class Intervals: 20-25 25-30 30-40 40-45 45-50 50-55 55-60 60-70 70-80
Frequency : 6 12 17 30 10 10 8 5 2
Also calculate the coefficient of Mean Deviation.

Solution:

Calculation of Median and Mean Deviation

Class Frequency c.f. Mid KX
Intervals §)) Values

20-25 6 6 22.5 135.0
25-30 12 18 27.5 330.0
30-40 17 35 35.0 595.0
40-45 30 65 42.5 1275.0
45-50 10 75 475 475.0
50-55 10 85 52.5 525.0
55-60 8 93 57.5 460.0
60-70 -5 98 65.0 325.0
70-80 2 100 75.0 150.0

Since N/2 = 50, the median class is 40 — 45.
L,=40,f,=30,h=5and C=35
Hence,

50-35

M, =40 + x5=42.5




Calculation of M.D.

Sum of observations which are greater than My = 475 + 525 + 460 + 325 + 150 =
1,935

Sum of observations which are less than My = 135 + 330 + 595 = 1060
No. of observations which are greater than My, i.e,, k, = 10+10+ 8+ 5+ 2 =35
No. of observations which are less than My, i.e., k; =6 +12 +17 =335

Therefore,

M.D. = 1935 - 1060/100 = 8.75 and the coefficient of M.D. = 8.75/42.5 = 0.206

5.7.3 Merits, Demerits and Uses of Mean Deviation

Merits
® [t is easy to understand and easy to compute.
® |t is based on all the observations.

e |t is less affected by extreme observations vis-a-vis range or standard deviation (to
be discussed in the next section).

e [t is not much affected by fluctuations of sampling.

Demerits

e [t is not capable of further mathematical treatment. Since mean deviation is the
arithmetic mean of absolute values of deviations, it is not very convenient to be
algebraically manipulated.

e This necessitates a search for a measure of dispersion which is capable of being
subjected to further mathematical treatment.

e |t is not well defined measure of dispersion since deviations can be taken from any
measure of central tendency.

Uses

The mean deviation is a very useful measure of dispersion when sample size is small
and no elaborate analysis of data is needed. Since standard deviation gives more
importance to extreme observations the use of mean deviation is preferred in statistical
analysis of certain economic, business and social phenomena.

5.8 STANDARD DEVIATION

From the mathematical point of view, the practice of ignoring minus sign of the
deviations, while computing mean deviation, is very inconvenient and this makes the
formula, for mean deviation, unsuitable for further mathematical treatment. Further, if
the signs are taken into account, the sum of deviations taken from their arithmetic
mean is zero. This would mean that there is no dispersion in the observations.
However, the fact remains that various observations are different from each other. In
order to escape this problem, the squares of the deviations from arithmetic mean are
taken and the positive square root of the arithmetic mean of sum of squares of these
deviations is taken as a measure of dispersion. This measure of dispersion is known as
standard deviation or root-mean square deviation. Square of standard deviation is
known as variance. The concept of standard deviation was introduced by Karl Pearson
in 1893.
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The standard deviation is denoted by Greek letter ‘™ which is called ‘small sigma’ or
simply sigma.

In terms of symbols

Z(X X) for n individual cbservations, X, Xs, ...... X, and

\f

I S0 S
= \/——zf,(X, — X)), for a grouped or ungrouped frequency distribution, when an

observation X; occurs with frequency f, fori=1,2, ... nand Zf, =N.

It should be noted here that the units of ¢ are same as the units of X.

5.8.1 Calculation of Standard Deviation

There are two methods of calculating standard deviation: (i) Direct Method and
(i1} Short-cut Method.

Direct Method

1. [Individual Series: 1f there are n observations X;, Xy, ...... X, various steps in the
calculation of standard deviation are:

2%,

n

(a) Find X =

(b) Obtain deviations (X; — X Yforeachi=1,2, ... n.

(c) Square these deviations and add to obtain Z(X, - XY

i=1

2 (X, XY’
(d) Compute variance, ie., 0° ==L ——
n

(¢) Obtain o as the positive square root of 6° .

The above method is appropriate when X is a whole number. If X is not a whole
number, the standard deviation is conveniently computed by using the
transformed form of the above formula, given below.

-—Z(X - XY ——Z(X X)X, - X)

2.

n

1 2 oy 2_5 _":l 2 v
PONCHEP AL NE A IR I GRS

(The 2nd term is sum of deviations from X , which is equal to zero.)

=—Z/‘<“ ~-X?= ZX" (Z)q

J

= Mean of squares — Square of mean.
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Weights (in kgs) : 45, 49, 55, 50, 41, 44, 60, 58, 53, 55

Solution:
Calculation of Standard Deviation
Letu=X- X
Total
Weights (X) |45 |49 |55 |50 41 |44 |60 |58 [s3 |55 |si0
u 6 -2 |4 -1 [0l |9 |7 {2 |4 |o
u? 36 |4 (16 |1 |00 |49 (81 49 T4 |16 |3s6

From the above table
X =510/10 = 5lkgs and c’=356/10 = 35.6 kgs’

Ungrouped or Grouped Frequency Distributions: Let the observations X, X,
...... Xn appear with respective frequencies f), f; ...... f., where Zf; = N. As before,
if the distribution is grouped, then Xi, X, ...... X, will denote the mid-values of the
first, second ..... n"™ class intervals respectively. The formulae for the calculation of
variance and standard deviation can be written as

ol :iZf,(X, ~X) and o= LZf,.(X,—)?)2
N =1 N i=)

Here also, we can show that
Variance = Mean of squares — Square of the mean

Therefore, we can write

P foXiz _[ZﬁX’} and o = ZfiXi —[Z]{;XIJ-

N N

Example: Calculate standard deviation of the following data:

X - 10 11 12 13 14 15 16 17 18
f s 2 7 10 12 15 11 10 6 3
Solution:

Calculation of Standard Deviation

Letu=X- X

X f X u u’ fu’ £X?
10 2 20 -4 16 32 200
11 7 77 =3 9 63 847
12 10 120 -2 4 40 1440
13 12 156 -1 1 12 2028
14 15 210 0 0 0 2940
15 11 165 1 l 11 2475
16 10 160 2 4 40 2560
17 6 102 3 9 54 1734
18 3 54 4 16 48 972

Total 76 1064 | 300 15196
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X =1064/76 = 14
6*=300/76 =3.95 and 6 = ¥3.95 = 1.99

Alternative Method

From the last column of the above table, we have

Sum of squares = 15196

Mean of squares = 15196/76 = 199.95

Thus, 6° = Mean of squares — Square of the mean = 199.96 — (14’ = 3.96

Short-cut Method

Before discussing this method, we shall examine an important property of the variance
(or standard deviation), given below:

The variance of a distribution is independent of the change of origin but not of change
of scale.
Change of Origin

If from each of the observations, X,, X, ...... X, a fixed number, say A, is subtracted,
the resulting values are X| — A, X; — A ...... Xn—A.

We denote X; — A by d;, where i=1,2 ...... n the values dy, d, ...... d, are said to be
measured from A. In order to understand this, we consider the following figure.
X, Values : 0 ] 2 3 4 5 6 7 8
d;(=X;-3)Valuess : -3 -2 -l 0 I 2 3 4 5

In the above, the origin of X; values is the point at which X; = 0. When we make the
transformation d; = X; — 3, the origin of d; values shift at the value 3 because d; = 0
when X; = 3.

The first part of the property says that the variance of X values is equal to the variance
of the d; values, i.e.,

ol =0,
Change of Scale

To make change of scale every observation is divided (or multiplied) by a suitable
constant. For example, if X; denotes inches, then Y, = X; /12 will denote feet or if X;
denotes rupees, then Y; = 100

X; = X;/0.01 will denote paise, etc.

We can also have simultaneous change of origin and scale, by making the
transformation u; = X; — A/h, where A refers to change of origin and h refers to change
of scale.

According to second part of the property

2 2 2 2
o, #0, Of Oy %0,

The relation between o and o



Consider

;1 N
oy NZﬁM,X> (D

Letuy;=X, —A/h, .. X;=A+huy; )
Also,

ZfiX, = Zfi(A + hu;)) = AN + hXZfiy,
Dividing both sides by N, we have

Zf = 44k Zj" or X=A+hu (3

Substituting the values of X; and X in equation (1), we have
7Y 1 2.4 2 ] — 2 3

Oy =— (A+huy —A—hu)y =h"| — u —u) |=ho’ ...(4
=y L A ) [Nqu )} : )

The result shows that variance is independent of change of origin but not of change of
scale. Using this, we can write down a short-cut formula for variance of X.

2 g2 Z]éui' _(ZJ,U,} ..(5)

W N

Further, when only change of origin is made

5 2
oy = Zf'di —[Z]&d’] , where d, =X, -4

N

Example: Calculate standard deviation of the following series:

( Weekly wages No. of workers Weekly wages No. of workers
o 100-105 200 130-135 410
105-110 210 135-140 320
110-115 230 140-145 280
115-120 320 145-150 210
120-125 350 150-155 160
125-130 520 155-160 90
Solution:

Calculation of S.D. by using d; (= X; — A)

Class Intervals | No. of Workers (f) | Mid-values (X) | d =X -127.5 fd fd?
100-105 200 102.5 =25 -5000 | 125000
105-110 210 107.5 -20 —4200 | 84000
110-115 230 112.5 -15 -3450 | 51750
115-120 320 117.5 -10 —3200 | 32000
120-125 350 122.5 -5 —-1750 8750
125-130 520 127.5 0 0 0

Conid...
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130-133 410 132.5 3 2050 10250
135-140 320 137.5 10 3200 | 32000
140-145 280 142.5 15 4200 | 63000
145-150 210 147.5 20 4200 | 84000
150155 160 152.5 25 4000 | 100000
155-160 90 157.5 30 2700 | 81000
Total 3300 2750 | 671750

, fd? 4\ 6717 2750

G}:Z/C _(ZJ\{J :633030—(3308J = 20287

o2 =20287 =%14.24

5.8.2 Coefficient of Variation

The standard deviation is an absolute measure of dispersion and is expressed in the
same units as the units of variable X. A relative measure of dispersion, based on

standard deviation is known as coefficient of standard deviation and is given by o/ X
x 100.

This measure introduced by Karl Pearson, is used to compare the variability or
homogeneity or stability or uniformity or consistency of two or more sets of data. The
data having a higher value of the coefficient of variation is said to be more dispersed

or less uniform, etc. o

Example: Calculate standard deviation and its coefficient of variation from the
following data: .

Measurements : (-5 5-10  10-15 15-20 20-25

Frequency : 4 1 10 3 2

Solution:

Calculation of >_( and ¢

Class Intervals Frequency (f) Mid-values (X) u | fu | fu?
0-5 4 2.5 -2 | -8 | 16
5-10 1 7.5 -1 | -l !
10-15 10 12.5 000
15-20 3 17.5 1 3 3
20-25 2 22.5 2 4 8
Total 20 -2 | 28

Here,u=X-12.5/5
Now, X = 12.5-(5x2)/20 =12 and

=5 = —2—] =589
20 20

Thus, the coefficient of variation (CV) = 5.89/12 x 100 = 49%



Example: The mean and standard deviation of 200 items are found to be 60 and 20
respectively. If at the time of calculations, two items were wrongly recorded as 3 and
67 instead of 13 and 17, find the correct mean and standard deviation. What is the
correct value of the coefficient of variation?

Solution:
It is given that X =60, ¢ =20 and n =200

The sum of observations £X; =n X =200 x 60 = 12,000

To find the sum of squares of observations, we use the relation
ZX:‘E =n(c* + X?)
From this, we can write
D X7 =200(400 + 3600) = 8,00,000

Further the corrected sum of observations (£X;) = Uncorrected sum of observations —
Sum of wrongly recorded observations + Sum of correct observations = 12,000 — (3 +
67)+ (13 +17)=11,960.

Corrected X = 11960/200 = 59.8

Similarly, the corrected sum of squares:

(ZXi*) = Uncorrected sum of squares — Sum of squares of wrongly recorded
observations + Sum of squares of correct observations

= 8,00,000 - (32 + 672) + (132 +172) = 7,95,960
Hence, corrected o° = 795960/200 — (59.8)* = 403.76 or corrected o = 20.09
Also, CV =20.09/59.8 x 100 =33.60
Example: Find the missing information from the following:

Groupl GroupIl Grouplll  Combined

Number of observations 50 ? 90 200

Standard deviation 6 7 ? 7.746

Mean 113 ? 115 116
Solution:

Let n;, ny, n3 and n denote the number of observations, X, X,, X3 and X be the means
and 6,, 0», 03 and ¢ be the standard deviations of the first, second, third and combined

group respectively.

From the given information, we can easily determine the number of observations in
group 11,

e, m;=n-—n; —n;=200-50-90=60.
Further the relation between means is given by
_n X, +nX, +nkX,

n +n,+n,

X

7 +n, +n)X -n X, —n X, 200x116-50x113-90x115

= =120
n, 60
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To determine o5, consider the following relationship between variances:

no’ =n(o; +d}y+n,(c; +d; )+ n (o7 +d3)

or

! 2 2 2 2
. no —-n(oc- +d’)-n(o;+d
ol = (o) ) 2(0) 2)—d32

n,
2

Here d,=113-116=-3,d;=120-116=4,d5=115-116=-1

oo 200(7.746)° — 50036 + 9) — 60(49 + 16)

—1=64 . Thus, o5 = 8.
90

5.8.3 Properties of Standard Deviation

1.

Standard deviation of a given set of observations is not greater than any other root
mean square deviation, 1.e.

—_—

!

| R L
EPACERY s\/nZoc 4)

Standard deviation of a given set of observations is not less than mean deviation
from mean, 1.e., Standard Deviation > Mean Deviation from mean.

[n an approximately normal distribution, X +o covers about 68% of the
distribution, X + 2o covers about 95% of the distribution and X + 36 covers about
99%. i.e., almost whole of the distribution. This is an Empirical Rule that is based
on the observations of several bell shaped symmetrical distributions. This rule is
helpful in determining whether the deviation of a particular value from its mean is
unusual or not. The deviations of more than 2c are regarded as unusual and
warrant some remedial action. Furthermore, all observations with deviations of
imore than 3¢ from their mean are regarded as not belonging to the given data set.

N

AN
% N

X3¢ X206 X-0 X X+5 X+20 X+3c
| | l(— 68% —> | | |
e - 95% ————> |
| < 99% = |

Figure 5.1: Standard Deviation

5.8.4 Merits, Demerits and Uses of Standard Deviation

Merits

It is a rigidly defined measure of dispersion.

[t is based on all the observations.



e It is capable of being treated mathematically. For example, if standard deviations
of a number of groups are known, their combined standard deviation can be
computed.

e It is not very much affected by the fluctuations of sampling and, therefore, is
widely used in sampling theory and test of significance.

Demerits

® As compared to the quartile deviation and range, etc., it is difficult to understand
and difficult to calculate.

® [t gives more importance to extreme observations.

e It depends upon the units of measurement of the observations, it cannot be used to
compare the dispersions of the distributions expressed in different units.

Uses

@ Standard deviation can be used to compare the dispersions of two or more
distributions when their units of measurements and arithmetic means are same.

® [t is used to test the reliability of mean. It may be pointed out here that the mean

of a distribution with lower standard deviation is said to be more reliable.

5.8.5 Empirical Relation among Various Measures of Dispersions

Although much depends upon the nature of a frequency distribution, it has been
observed that for a symmetrical or moderately skewed distribution, the following
approximate results hold true.

QD =~ 0.8453 (approximately 5/6) x MD
QD = 0.6745 (approximately 2/3) x MD
QD ~ 0.7979 (approximately 4/5) x MD
or we can say that 6 SD ~ QD =~ 7.5 MD

Check Your Progress

Fill in the blanks:

1. is related to the extent of scatter or variability in observations.

2. A percentile range corresponding to

3. Half of the interquartile range is called the range.

4. is a measure of dispersion based on all the observations.

5. The standard deviation is denoted by

6. The deviations of more than are regarded as unusual and
warrant some remedial action. J

5.9 LET US SUM UP

Dispersion in statistics is a way of describing how spread out a set of data is.

When a data set has a large dispersion, the values in the set are widely scattered;
when dispersion is small the items in the set are tightly clustered.

Range =L — S, L = largest observation and S = smallest observation.
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e Coefficient of Range=L-S/L+S
® Quartile Deviation or Semi-Interquartile Range QD = Q; - Q,/2
e Coefficient of QD =Q: - Q,/ Q; + Q,

e Standard deviation: probably the most common measure of dispersion. It tells you
how spread out numbers are from the mean.

e The spread of a data set can be described by a range of descriptive statistics
including variance, standard deviation and interquartile range.

e Standard deviation is the square root of the variance.

e The important advantage of interquartile range is that it can be used as a measure
of variability if the extreme values are not being recorded exactly.

5.10 UNIT END ACTIVITY

“Frequency distribution may either differ in numerical size of their averages though
not necessarily in their formation or they may have the same values of their averages
yet differ in their respective tormation”. Explain and illustrate how the measures of
dispersion afford a supplement to the information abcut frequency distribution
furnished by averages.

5.11 KEYWORDS

Averages of Second Order: The measures which express the spread of observations in
terms of the average of deviations of observations from some central value are termed
as the averages of second order, ¢.g., mean deviation, standard deviation, etc.

Coefficient of Standard Deviation: A relative measure of dispersion, based on
standard deviation is known as coefficient of standard deviation.

Dispersion: Dispersion is the measure of extent to which individual items vary.

Distance Measures: The measures which express the spread of observations in terms
of distance between the values of selected observations. These are also termed as
distance measures, e.g., range, interquartile range, interpercentile range, etc.

Interquartile Range: Interquartile Range is an absolute measure of dispersion given
by the difference between third quartile (Q;) and first quartile (Q,) Symbolically,
Interquartile range = Qx — Q.

Measure of Central Tendency: A measure of central tendency summarizes the
distribution of a variable into a single figure which can be regarded as its
representative.

Measure of Variation: The measure of the scatteredness of the mass of figures in a
series about an average is called the measure of variation.

Quartile Deviation or Semi-interquartile Range: Half of the interquartile range is
called the quartile deviation or semi-interquartile range.

Range: The range of a distribution is the difference between its two extreme
observations, i.e., the difference between the largest and smallest observations.
Syinbolically, R = L — S where R denotes range, L and S denote largest and smallest
observations.

Standard Deviation or Root-mean Square Deviation: The squares of the deviations
from arithmetic mean are taken and the positive square root of the arithmetic mean of
sum of squares of these deviations is taken as a measure of dispersion. This measure
of dispersion is known as standard deviation or root-mean square deviation.



5.12 QUESTIONS FOR DISCUSSION

11

12.

I3,

Explain briefly the meaning of (i) Range and (ii) Quartile Deviation.

Distinguish between an absolute measure and relative measure of dispersion.
What are the advantages of using the latter?

What do you understand by mean deviation? Explain its merits and demerits.

Explain mean deviation, quartile deviation and standard deviation. Discuss the
circumstances in which they may be used.

What do you understand by coefficient of variation?

Find out quartile deviation and its coefficient from the following data:

| Class 0-4 5-9 10-14 [ 15-19 [2024 | 2529 |
’ Frequency i5 26 12 5 4 3 ‘

Find out the range of income of (a) middle 50% of workers, (b) middle 80% of the
workers and hence the coefficients of quartile deviation and percentile deviation
from the following data :

Wages less than 40 50 60 70 30 90 100
No. of workers S 8 15 20 30 33 35

The following data denote the weights of 9 students of certain class. Calculate

mean deviation from median and its coefficient.

S. No. 1 2 3 4 3 6 7 8 9
Weight 40 42 45 47 50 51 54 55 57

Calculate mean deviation from median for the following data:

Wages per week | 50-59 | 60-69 | 70-79 | 80-89 | 90-99 | 100-109 | 110-119

o, of workers \15 40 \50 60 |45 |90 s

. Calculate the coefficient of mean deviation from mean and median from the

following data:

Marks 10-20 [20-30 |30-40 |40-50 |50-60 |60-70 |70-80 80-90‘

8 st 20 |10 |7 J

Calculate the standard deviation of the following series:

Marks [ 0-10 jlo 20 . 20-30 | 30-40 \ 40-50

Frequency ]0 ‘ 8 \ 8 l 4

Calculate the standard deviation from the following data:

30J40 60 | 70 &[
53 | 75 | 100 | 110 | 115 125 |

“Measures of dispersion and central tendency are complementary to each other in
highlighting the characteristics of a frequency distribution”. Explain this statement
with suitable exampiles.

No. of Students |2 6 12

Age less than (in years) 10 20
No. of Persons 15 30
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15.

16.

17.

18.

19.

20.

21.

22.

. Discuss the relative advantages of coefficient of variation and standard deviation

as a measure of variability.

Calculate range and its coefficient from the following data:

(a) 159,167, 139, 119, 117. 168, 133, 135, 147, 160
(b)

Weights (Ibs) | 115-125 | 125-135 | 135-145 | 145-155 | 155-156 | 165-175

Frequency 4 S 6 3 1 I

The mean of 150 observations is 35 and their standard deviation is 4. Find sum
and sum of squares of all the observations.

The mean and standard deviation of two distributions having 100 and 150
observations are 50, S and 40, 6 respectively. Find the mean and standard
deviation of all the 250 observations taken together.

The mean and standard deviation of 100 items are found to be 40 and 10. If, at the
time of calculations, two ilems were wrongly taken as 30 and 70 instead of 3 and
27, find the correct mean and standard deviation.

The sum and the sum of squares of a set of observations are 75 and 435
respectively. Find the number of observations if their standard deviation
is 2,

The sum and the sum of squares of 50 observations from the value 20 are — 10 and
452 respectively. Find standard deviation and coefficient of variation.

The mean and standard deviation of marks obtained by 40 students of a class in
statistics are 55 and 8 respectively. If there are only 5 girls in the class and their
respective marks are 40, 55, 63, 75 and 87, find mean and standard deviation of
the marks obtained by boys.

There are 60 male and 40 female workers in a factory. The standard deviations of
their wages (per hour) were calculated as ¥ 8 and ¥ 11 respectively. The mean
wages of the two groups were found to be equal. Compute the combined standard
deviation of the wages of all the workers.

Check Your Preogress: Model Answer
1. Dispersion

2. i=10

3. Quartile deviation or Semi-interquartile
4. Mean deviation

5. ¢

6. 20
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6.0 AIMS AND OBJECTIVES

After studying this lesson, you should be able to:

e Understand the concept of moments
o Discuss the meaning of skewness

e Describe the measure of kurtosis

6.1 INTRODUCTION

So far we have discussed the measures of central tendency and dispersion of
frequency distributions for their summarisation and comparison with each other.
These measures, however, do not adequately describe a frequency distribution in the
sense that there could be two or more distributions with same mean and standard
deviation but still different from each other with regard to shape or pattern of




distribution of observations. This implies that there is need to develop some more
measures to further describe the characteristics of a distribution. These measures are
known as moments, skewness and kurtosis.

6.2 MOMENTS

For a frequency distribution having observations X, X5 ... X, with respective
frequencies as fi, > ..... f,, the ' moment about mean X , is defined as:

W= lNZf,(X, - X)", where N =3/,

th

It should be noted here that p, is the mean of 1" power of deviations of observations

from their mean.

In particular, if r = 0, we have
I _
Ho=—D (X, - X) =]
N
Ifr=1, we have
] —
== (X, -X)=0
N
If r =2, we have
l I 3
by — ; X'—X Z:O-_
po == S(X, = X)

This implies that first moment of a distribution about mean is zero and second
moment about mean is equal to variance.

Similarly, if r = 3, we have
1 =
=— X =Xy
= 2= X)

The moments po, L, Ha......J4, etc. are also known as 'central moments'.

The term 'moment has been adopted from physics. In physics, this term is used as a
measure of force with reference to a point of support commonly known as fulcrum.
The moment M of a force, applied at a distance Y from the fulcrum is given by M =
F.Y, which is shown in the figure.

Distance =Y

—7 ¥
Fulcrum E Force=F

In statistics, the deviations are analogous to distance and frequencies are analogous to
force. The value from which deviations are taken can be looked upon as fulcrum.
6.2.1 Moments about any Arbitrary Value A

Since deviations of the values can be taken from any arbitrary value A, corresponding
moments about A can also be defined.

The r'™ moment about A, denoted as p',, is defined as:

o= %Z F(X.~AY ,ie, u' isthe mean of (X, — AY values.
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If r=10, we have
] «—
fo' = T X, 4 =1

Ifr=1, we have

>,

=l or =X~ A
N #h

] 1
'=—E X—A':_—g X -4
ﬂl N ./:( ! ) N .f; '
The first moment about A is equal to the difference of X and A. Similarly, we have

v_] 2 _
Mo —NZ]’,(X,—A) when r = 2,

1 )
/%':ﬁzfi(Xi —A) when r =3, etc.

The moments about any arbitrary value are also known as 'raw moments'.

6.2.2 Moments about Origin

The r'" moment about origin, denoted as m,, is defined as:
1 o . ) ,
m, = ﬁZf,(X, —Qy = VZ}?X,’ , 1.e, m, is mean of X, values.
!

Note: m. = ', if A is taken equal to zero.

Ifr=1, we have

1 -
m, :ﬁZﬂX":/\/

Thus, mean of a distribution is also known as the first moment about origin. Further,
whenr=2 3, ...... etc., we have

m, :%Zfi/\’f, n, :%Zf,Xf, ... etc.

6.2.3 Relation between Central Moments and Raw Moments

Given central moments, we can always find moments about any arbitrary value A and
vice versa. First we shall obtain central moments from moments about A, i.e., given
the values of '), ps, Wi, W4......, we have to find the values of my, m;, my ...
(Remember that m, is always zero).

Consider
1 S
== (X -X)
py = 21X =)
On adding and subtracting A to (X; — X ), we can write
1 =
py = 2 SIX = )= (X = )]
Expanding the right hand side by binomial theorem, we have

H, = %Z FIX, =AY = "C(X, — A (X =)+ "C(X, —A) (X - 4
—C (X, - AT(X -4 +..]



1 - | ) . ] e |2
S A=A =G Y A0 A e 150~ a7

- C, HZﬁ(X' —A)"*'}/f T

(H =X -4)
W =TC o o+ =
In particular, when r = 1, we have ;= ¢/, — ¢, =0 .. (D
Whenr =2, we have,
My =i = O i+ P = =2 = — .2)

When r =3, we have
B == O s i G " =P 1 = =3 3 =
= =3+ 24" .:43)
When r =4, we have
Hy= = O g+ Cop' ) = C "+
= = 6 =3 .4

In a similar way, we can express other higher ordered central moments in terms of raw
moments. Using equations (2), (3) and (4), we can also express raw momeats in terms
of central moments as shown below:

From equation (2), we can express ', in terms of p' and p', as

My =+ ..(5)
On substituting, this value of ', in equation (3), we can get

= 3+ ...(6)
Similarly, we can obtain W' from equation (4) as

Wy = A + 60+ (D
Proceeding in this way, we can also obtain the moments of higher orders.
Remarks:
() pi(= X - A) is used in both types of expressions.

5.5 7 N 3 9 ¢ % . -
(1) Since w,'"” is a non-negative number, |, =p'y— " implies that p, < ' i.e., Variance
< Mean square deviation or S.D. < root mean square deviation.

6.2.4 Relation between Central Moments and Moments about Origin

Here we have

157
Moments, Skewness
and Kurtosis



158 o The expressions for moments of various orders can be written from the expressions
Business Statistics . . . . i : 5
given above just by replacing [y by m;. Thus. the expression for second, third and
fourth central moments in terms of moments about origin are

By =y — By
My = my —3m,m, + 2my

) ;
My =m, —4dmm +6m.m; —3m,

Similarly, the expressions for second, third and fourth moments about origin in terms
of central moments are

m, = g, +m;
my = g +3,m, +m,
m, = p, +4pm + 6p,m’ + m!

Example: Calculate the first four momeits about 30 for the following distribution and
convert them into central moments.

Class Intervals : 5-15 15-25 25-35 35-45 45-55

Frequency - 8 12 15 9 6
Solution:

Calculation of Moments
Class | Freq. (f) | M. V.(X)| X =30 | f(X-30) |f(X-30)"| (X -30)° (X-230)*
Intervals

S-15 8 10 —20 -160 3200 —64000 | 1280000

15-25 12 20 —-10 —-120 1200 -12000 120000

25-35 15 30 0 0 0 0 0

35-45 9 40 10 90 900 9000 90000

45-55 6 50 20 120 2400 48000 960000

Total 50 =70 7700 -19000 | 2450000

' =f5—7(;)= ~1.40, 1’ =7Z% =154, ' = _];_9800 =380, 4, = 3‘559090—(1 = 49000

Conversion into central moments
4 =0
ty = = ' =154~ (~1.4)* =152.04

ps = =3 g+ 2= =380 -3 x 154 (=1.4) + 2 x (-1.4)’ = 26131

14

L= A O T =3

= 49000 — 4 x (-380) (~1.4) + 6 x 154 x (1.4)" =3 x (=1.4)" = 48671.52



Example: The first two moments of a distribution about the value 5 are 2 and 20. Find
mean and variance of the distribution.

Solution:

We know that

Wi- X - A
or

X=p+A=2+5=7
Also, o= '3 —p‘22= 20-4=16
Mean = 7 and Variance = 16

Example: The first four moments of a distribution about 4 are as given below:
w'=1 =4, ' =10and pu,' =45

Find mean of the distribution and calculate the first four moments about mean and
also the first four moments about origin.

Solution:
We know that

P2 _

m=0and pu, =, —p4'"=4-1=3

o= =3 27 =10-12+2=0

Ly = = A i 6 " =3 =45 -4%10+6x4-3=26
Moments about origin.

m=X=pu'+4=1+4=5

m,=m, +m =3+25=28

my=m, +3mym +m; =0+45+125=170

m, =m, + 4mm + 6mum’ +m' =26 +0+18x25+625=1101

Example: The first four moments from mean of a distribution are 0, 3.2, 3.6 and 20.
The mean value is 11. Calculate the first four moments about zero and about 10.

Solution:
We are given
=0, 4, =32, 4, =3.6, 1, =20 and X=1
The first four moments about origin are:
m=11
my= g+ m=32+121=1242
my=my+ 3ppmy +m’ =3.6+3x32x 11+ 11°=1440.2
my=my + 4pm, + 6y2m|2 +my

=20+4x36x11+6x32x121=11"=17142.6
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The first four moments about 10 are
g=X-A=11=10=1,
W' =+ ' =32+1=42
M= A3+ =3.643%x3.2+1=142
L= gy A+ 6+t =20+ 4%3.6+6x3.2+1=54.6

6.2.5 Effect of Change of Scale and Origin on Moments
Let
X, - A4
h
where A refers to change of origin and h refers to change of scale. From the above, we
can write X; = A + hu;and

X=A+hu

The r™ moment about mean can be written as:

(0= L= T =5 FLA+h,— A bl

= WS ) =K

This result shows that r' moment of X-values about mean is h* times the r'" moment of
u-values about its mean. This result also shows that central moments are independent
of change of origin but not of change of scale.

Further, we can write

X;— 4= hu,-
1 . , ,
10 =TS = A = hm, (0)

6.2.6 Charlier's Check of Accuracy

Charlier has given the following identities which can be used to check the accuracy of
calculations of moments from a frequency distribution:

Moment Chariler’s Check Formula

First S fX+1)=) jX+Nd

Second Y f(X+1)P =) fX*+2) X+ N

Third SDAX+) =D X +3) 43D XN

Fourth STX+D =Y X 44y XP+6) XP+4Y X+ N

6.2.7 Sheppard’s Correction for Grouping

In case of a grouped or continuous frequency distribution, the calculation of moments
is based upon the assumption that all observations in a class are equal to its middle
value. This assumption leads to a systematic error in the even ordered moments. The
following corrections are suggested by W.F. Sheppard.



Since p =0, therefore, there is no need of correction.

&

Corrected py = g, — ] where A is class interval.

Third moment, 13 needs no correction.

hZ 4
s +——, etc.

2 240

Corrected py = g, —

Where 1, , |4 appearing on the right hand side of the above equations are uncorrected
values.

Note: These corrections are valid for bell shaped distributions with flat tails and are
not applicable to J-shaped or U-shaped distributions.
6.2.8 Coefficients Based on Moments

Alpha Coefficients

The moments, discussed so far, have their units depending upon the units of variable
X. For example, if X is measured in inches, then the respective units of W, W, s ... are
inches, inchesQ, inches’ ... etc. Thus, in order that the moments of two or more
distributions are comparable, it is necessary to convert them into coefficients.

Transform the variable X, into another variable
_X-X
(@)

Zj

where z, is a variable with mean zero and standard deviation unity. This variable is
independent of the units of measurements and hence, its moments will also be pure
numbers independent of units. Various moments of z about zero are called o-

coefficients. The r'" order moment of z about zero, denoted by a, is given by

= J ’:L Xi_/\—, '
o _ﬁzf’Zi szi[ ]

o
On takingr=1,2, ...... etc., various a-coefficients can be written as
1 1 X -X) 1 Y X -X)
= A g (A E) L 2ICD s
N N c o N o
o 5 52
1 1 X, —X 1 SX, =-X)
INETSPNN RO o JREID ic e S
N N c o N o
1 1 ¥-X ] SX =Xy
0‘3=—fozl-3=—‘2ff :_T.Z—_—:_J
N N o] o N o
— 4 Tad
1 a1 X, ~& 1 S(X,=X) _p
== fz == fi| 2‘4'2_,—_:_1:#‘2
N N c c N oA 7A
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Bera Coefficients

Karl Pearson suggested two Beta coefficients, f; and f,, that are related to [-
coefficients:

2

B, = iﬁ,:af, and g3, =

2
2 e

7
4:(24

Gamma Coefficients

The gamma coefficients, denoted as v, and y,, were suggested by R.A. Fisher and are
related to o and B coefficients as given below:

Y1 = B = a,, where the sign of /4 is taken as the sign of as.

Y2 = 182—3:0'4—3

6.3 SKEWNESS

Skewness of a distribution refers to its asymmetry. The symmetry of a distribution
implies that for a given deviation from a central value, there is equal number of
observations on either side of it. If the distribution is asymmetrical or skewed, its
frequency curve would have a prolonged tail either towards its left or towards its right
hand side. Thus, the skewness of a distribution is defined as the departure from
symmetry. We may note here that there may be a situation where two or more
frequency distributions are same with regard to mean and variance but not so with
regard to skewness.

Positively Skewed Distribution

Frequency

0 MM, X X

Negatively Skewed Distribution

Frequency

© | XM,M, X

Figure 6.1: Pesitively vs. Negatively Skewed Distribution

In a symmetrical distribution, mean, median and mode are equal and the ordinate at
mean divides the frequency curve into two parts such that one part is the mirror image
of the other, positive skewness results if some observations of high magnitude are
added to a symmetrical distribution so that the right hand tail of the frequency curve
gets elongated. In such a situation, we have Mode < Median < Mean. Similarly,
negative skewness results when some observations of low magnitude are added to the



distribution so that left hand tail of the frequency curve gets elongated and we have
Mode > Median > Mean.
6.3.1 Measures of Skewness

A measure of skewness gives the extent and direction of skewness of a distribution.
As in case of dispersion, we can define the absolute and the relative measures of
skewness. Various measures of skewness can be divided into three broad categories:
Measures of Skewness based on

o X Mjand M,
e Quartiles or percentiles

® Moments

Measure of Skewness based on X , M, and M,

This measure was suggested by Karl Pearson. According to this method, the
difference between X and M, can be taken as an absolute measure of skewness in a
distribution, i.e., absolute measure of skewness = X —M,,.

Alternatively, when mode is ill defined and the distribution is moderately skewed, the

above measure can also be approximately expressed as 3( X - My).
A relative measure, known as Karl Pearson's Coefficient of Skewness, is given by

X-M, Mean — Mode (X -M,)

8y = —— O
o Standard deviation o

We note that:
if S, > 0, the distribution is positively skewed,
if Sy <0, the distrtbution is negatively skewed and

if Sy = 0, the distribution is symmetrical.

Measure of Skewness based on Quartiles or Percentiles

(a) Using Quartiles: This measure, suggested by Bowley, is based upon the fact that
Q, and Qs are equidistant from median of a symmetrical distribution, i.e., Q3 — My

=M, - Q..
Therefore, (Q3 — My) — (Mg — Q)) can be taken as an absolute measure of
skewness. A relative measure, known as Bowley's Coefficient of Skewness, is
defined as
= (Qs _ML/)_(Md "Q]) — Q _2Md +Q1 — Q3 +Q1 —2M,
© @ -MHY+M,-0)  0,-0 Q-0

The value of Sq will lie between — 1 and + 1.

It may be noted here that S and Sq are not comparable, though, in the absence of
skewness, both of them are equal to zero.

(b) Using Percentiles: Bowley's measure of skewness leaves 25% observations on
each extreme of the distribution and hence is based only on the middle 50% of the
observations. As an improvement to this, Kelly suggested a measure based on the
middle 80% of the observations.

Kelly's absolute measure of Skewness = (Pso — Pso) — (Pso — Pyo) and
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(POO —PSO) - (Pso _P!o) _ P% 2 PH) _QPSO
(POO"PSO)"'(PSO—Plo) Peo_P;O

Kelly's Coefficient of Skewness S, =

(We note that Psp = My)

Measure of Skewness based on Monents

This measure is based on the property that all odd ordered moments of a symmetrical
distribution are zero. Therefore. a suitable c-coefficient can be taken as a relative
measure of skewness.

Since oy = 0 and o = 1 for every distribution, these do not provide any information
about the nature of a distribution. The third a-coefficient, i.e., a3 can be taken as a
measure of the coefficient of skewness. The skewness will be positive, negative or
zero (i.e. symmetrical distribution) depending upon whether ¢ > 0, < 0 or = 0. Thus,
the coefficient of skewness based on moments is given as

I _
Sy :azz_:i\/_ﬁ =7
O-S
Alternatively, the skewness is expressed in terms of B;. Since B, is always a

non-negative number, the sign of skewness is given by the sign of ;.

Example: Calculate the Karl Pearson's coefficient of skewness from the following
data;

Size : 1 23 4 5 6 7
Frequency : 10 18 30 25 12 3 2
Solution:

To calculate Karl Pearson's coefficient of skewness, we first find X, M, and o from
the given distribution.

Size (X) Frequency (f) d=X-4 fd fd’
I 10 -3 -30 90
2 18 ) -36 72
3 30 =1 -30 30
4 25 0 0 0
5 12 | 12 12
6 3 2 6 12
7 2 3 6 18
Total 100 -72 234

_ d ~7
X_:A+Zf =4+ 2:3.28
N 100

I

G_\/Zfdz (Zfd\;z 234 (
= B

= _—72]2-135
k/v_/'_ 100 \100) "

Also, M, (by inspection) = 3.00
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g 1.35 and Kurtosis

S

Since Sy is positive and small, the distribution is moderately positively skewed.

Example: Calculate Karl Pearson’s coefficient of skewness from the following data:

Weights (lbs) No. of Students i
90-100 4
100-110 10
110-120 17
120-130 22
130-140 30
140-150 23
150-160 16
160-170 5
170-180 | 3 B
Solution:
Calculation of X ,cand M,
| Class Frequency | Mid-points X -135 fu fu’
Intervals )] X) w= 10
90-100 4 95 -4 ~16 64
100-110 10 105 -3 =30 90
110-120 17 115 -2 -34 68
120-130 22 125 -1 =22 22
130-140 30 135 0 0 0
140-150 23 145 1 23 23
150-160 16 155 2 32 64
160-170 5 165 3 Is 45
170-180 3 175 4 12 48
| Total 130 | 20 424

| )?:A+hzfu:135+10xﬁgz133.46
N 130

Y () 424_(—2012:18'0

2. o=hx - =10x,[——| —
N N 130 130

3. M,=1L +

By inspection, the modal class is 130-140.

L,=130,A,=30-22=8,A,=30-23=7and h=10
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Thus, M, = 130+%>< 10=135.33

Hence, S, =

X -M, 133.46-13533

o

negatively skewed.

18.0

= — (.10, ie., the distribution is moderately

Example: Calculate Karl Pearson's coefficient of skewness from the following data:

Class Intervals

Frequency

Solution:

40-60

25

30-40
15

20-30
12 8

15-20

10-§5

6

5-10
4

3-5 03
3 2

Since mode is ill defined, skewness will be computed by the use of the median.

Calculation of X ,6and My

Class Freq.() | M.V.(X) | d=X-25 fd fd* Less than
Intervals (c.f)

0-3 2 1.5 235 —47.0 11045 2
3-§ 3 4.0 -21.0 -63.0 1323.0 5
5-10 4 7.5 -175 -70.0 1225.0 9
10-15 6 12.5 12,5 -75.0 937.5 15
15-20 8 17.5 -75 -60.0 450.0 23
20-30 12 25.0 0.0 0.0 0.0 35
30-40 15 35.0 10.0 150.0 1500.0 50
40-60 25 50.0 25.0 625.0 15625.0 75
Total 75 460.0 22165.0

] Y:25+f§9=31_13
75

\/22165 [460
2 o= 2 (29

75

] =16.06

3. Since %: 72—5 =37.5, median class is 30-40.

Thus,

L, =30,C=35,f =15 h=10

M, =30

o

375-35
+ —

x10=31.67

. 3(X-M,) 3(31.13-31.67)

S5,

(o}

16.06

=-0.10

Example: Calculate Bowley's coefficient of skewness from the following data:

Class Intervals :

Frequency

0-3

5-10
10

10-15
20 13

15-20

20-25

17

25-30

10

30-35  35-40

9




Solution:
Calculation of My, Q; and Q;
( Class Intervals Frequency (f) Less than (c.f.)

0-5 7 7
5-10 10 17
10-15 20 37
15-20 13 50
20-25 17 67
25-30 10 77
30-35 14 91
35-40 9 100
Total 100

Since N/2 = 50, the median class is 15-20.
Thus, Ly =15, f,=13,C =37, h=35, hence

50-37

M, =15+ x 5= 20

Since N/4 = 25, the first quartile class is 10-15.

Thus, Lo, = 10, le =20,C=17,h=35, hence

25-17

0 =10+ x5=12

Since 3N/4 = 75, the third quartile class is 25-30.

Thus, LQ3: 25, fQ3= 10, C=67,h=25, hence

75—67)(5:29

0, =25+

- 2
29-2x20+12 1 _Gog

Bowley’s Coefficient of Skewness S, = 2913 &

Thus, the distribution is approximately symmetrical.

Example: In a frequency distribution, the coefficient of skewness based upon quartiles
is 0.6. If the sum of upper and lower quartiles is 100 and median is 38, find the values

of upper and lower quartiles.

Solution:

It is given that Q; + Q) = 100, My =38 and S = 0.6
Substituting these values in Bowley's formula, we get

_100-2x38
Q3—QI

0.6 =0, -0, =40
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2Q;=1400r Q; =70

Also Q, =30 (Q, + Q= 100).

Example: Caiculate the Kelly's coefficient of skewness from the following data :

L

Wages R) No. of Workers
800-900 10
900-1000 33
1000-1100 47
1100-1200 110
1200-1300 160
1300-1400 80
1400-1500 60
Solution:
Calculation of Py, Psp and Py
Class Intervals No. of Workers (f) Less than (c.f.)
800-900 10 10
900-1000 33 43
1000-1100 47 90
1100-1200 110 200
1200-1300 160 360
1300-1400 80 440
1400-1500 60 500
Total 500
Since 1—O—N 0% 50. B, lies is the interval 1000-1100.
100 100

Thus, Lp,, = 1000, C =43, £, =47, h =100

50-43
Hence, P,p = 1000 +

x100=X1014.89

Since %N =250, P, lies in the interval 1200-1300.

Thus, Ly, = 1200, C =200, fy., = 160, 1 = 100

Hence, P, =1200 +

250-200

x100=X12.31.25

Since %N =450, P,, lies in the class 1400-1500.

Thus, Ly,, = 1400, C =440, fp, = 60, h = 100.

Hence, P, =1400 +

1416.67 +1014.89-2x1231.25 _ -30.94 _

450 — 440

x100=X1416.67

g 1416.67—1014.89

T 401.78

-0.0
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Example: Compute the moment measure of skewness from the following distribution:
Moments, Skewness

Marks obtained | 0-10 | 10-20 | 20-30 | 3040 | 40-50 | 50-60 | 60-70 and Ry
No. of Students 8 | 14 | 2 | 26 | 15 10 5
Solution:

Calculation of Skewness

Class | Freq.() | M.V.(X) X-35 fu fu? fu®
Intervals = 10
0-10 8 5 3 24 72 216
10-20 14 15 -2 -28 56 {12
20-30 22 25 - 53 2 5,
30-40 26 35 0 0 0 0
40-50 15 45 | 15 15 15
50-60 10 55 2 20 40 80
60-70 5 65 3 5 45 135
Total 100 -24 250 -120
U 10x(—24 , 2 St 100x 250
,u,':hzf _10x( ):—2.4,y7’:h“zf _100% 250 _ 550 and
N 100 ? N 100
; 2 U 1000 % (=120
;L,'=h’zf VR =140 . roog
: N 100
Thus,

=250 — (- 2.4)’=244.24 and p;=- 1200 + 3 x 250 x 2.4 + 2(- 2.4)'=572.35
Hence,

g - @ (572.35)°
W (24424

0.02248

Since the value of f; is small and p; is positive, therefore, the distribution is
moderately positively skewed.

Since By is a coefficient, its value can directly be obtained from moments of u, i.e., the
moments without adjustment by the scale factor h. Let us denote various moments of u

as follows:
— u2 uJ =
5o 2 DS 2505 s 2 _S120_

o 024,85, = : =
N 100 TN 100 N 100

5,=8, -6 =2.50—(-0.24)" =2.4424
Note: At least 4 places after decimal should be taken to get the correct results.
5,= 638,85 +258," =-1.2-3x2.5%(~0.24) + 2 x(~0.24)’ =0.5724

& (0.5724)° _
& (24424

02249

IB,:
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It may also be pointed out that the central moments can also be obtained from &,, &5,
etc., by suitable multiplication of the scale factor.

Example: 1f the first three moments of an empirical frequency distribution about the
value 2 are 1, 16 and 40. Examine the skewness of the distribution.

Solution:

We are given raw moments; u'y =1, g, =16 and p's = 40 , which should be converted
into central moments.

Now
HQZH’Q—H'|:}6—1:]S
W=y =3 +21'=-40-3x16+2=-86
86
= — = — _\__’:—].48
=B
6.4 KURTOSIS

This is another measure of the shape of a frequency curve. While skewness refers to
the extent of lack of symmetry, kurtosis refers to the extent to which a frequency
curve is peaked. Kurtosis is a Greek word which means bulginess. In statistics, the
word is used for a measure ot the degree of peakedness of a frequency curve.

A - Leptokurtic
B - Mesokurtic
C - Platykurtic

e

Mean

Figure 6.2: Degree of Peakedness of a Frequency Curve

Karl Pearson, in 1905, introduced three types of curves depending upon the shape of
their peaks. These three shapes are known as Mesokurtic, Leptokurtic and Platykurtic.
A mesokurtic shaped curve is neither 100 peaked nor too flattened. This in fact is the
frequency curve of a normal distribution. A curve that is more peaked than a normal
curve is known as leptokurtic while a relatively flat topped curve is known as
platykurtic. The three types of curves are shown in the Figure 6.2.

6.4.1 Measures of Kurtosis !

A measure of the coefficient of kurtosis, given by Karl Pearson, is

U
,Bj :'_:-lT

This is also equal o.
For a normal distribution (i.e., mesokurtic curve) the value of B>= 3. When [, > 3, the

curve is more peaked than the normal and is called a leptokurtic curve. Further, when
B.< 3, the curve is less peaked than the normal and is called a platykurtic curve.



The measure of kurtosis can also be expressed in terms of y,. Since v, = b, — 3, we can
write v, = 0 for mesokurtic, y, > 0 for leptokurtic and y, < 0 for platykurtic curve.

Example: Find standard deviation and kurtosis of the following series by the method

of moments:
Class Intervals : 0-10 10-20 20-30 30-40 40-50
Frequency : 10 20 - 40 20 10
Solution:
Calculation of Moments
Class Frequency Mid- X-25 fu fu’ r fu
Intervals 5] values (X) | U= 10
0-10 10 5 -2 -20 40 160
10-20 20 15 -1 =20 20 20
20-30 40 25 0 0 0 0
30-40 20 33 1 20 20 20
40-50 10 45 2 20 40 160
Total | 100 0 120 360

Since £fu =0, X =25 and the calculated moments will be central.

2
U
Ly =hzsz:100x%=l20 _

' 0
My = /’14sz= 10000 x%g—oz 36000

Thus, measure of kurtosis:

B, = Z—g ~ % =25
Since this value is less than 3, the distribution is platykurtic.
The stahdérd deviation:
¢ =V120=10.95

Example: The first four central moments of a distribution are 0, 2.5, 0.7 and 18.75.
Calculate the moment measures of skewness and kurtosis of the distribution and
comment upon the results.

Solution:

The moment measures of skewness and kurtosis are given by

12 ) 2 1 .75
A=#i=(07)1=0.03laﬂd ﬂzz—’u‘;:——S 2:3

Since B, is very small, the distribution is approximately symmetrical. Further, B, = 3,
therefore, the curve is mesokurtic. The above calculations show that the given

distribution is approximately normal.
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172 o Example: The following data are given to an economist for the purpose of economic
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analysis. The data refers to the length of life of a certain type of batteries.

n =100, £fd = 50, £fd* = 1970, £fd* = 2948 and Tfd*= 86,752. Here d = X — 48.
Do you think that the distribution is platykurtic?

Solution:

We can calculate raw moments, from the given values, as given below

i 5 a*
r:&:izo_s,#z'zzifzwﬂzwj,
N 100 N

dS 2 4 d4
#:':Z—f: 2 8:29.48,;14’:}:7](:@ 867.52
’ N 100 N

To calculate §,, we compute p; and p, as given below
i = = ? =19.7 - 0.5 =19.45

14

#4 = l[td, _ 4#31#11 + 6#21'ui12 _3/11
=867.52 -4 x29.48 x 0.5+ 6 x 19.7 x (0.5 =3 x (0.5)* = 837.9

Now,

837.9
B == 92
2 (19.45)

which is less than 3, therefore, the distribution is platykurtic.

Check Your Progress|

Fill in the blanks:

1., is the mean of power of deviations of observations
from their mean.

2. The term 'moment’ has been adopted from

3. The gamma coefficients, denoted as y; and y,, were suggested by

4. Skewness of a distribution refers to its

5. The skewness is expressed in terms of

6. Kurtosis is a Greek word which means

6.5 LET US SUM UP

e Moments about mean are generally used in statistics. We use a Greek alphabet
read as mu for these moments. Consider a mass attached at each point
proportional to its frequency and take moments about the mean.

e Tirst, second, third and fourth moments can be used as a measure of Central
Tendency, Variation (dispersion), asymmetry and peaked-ness of the curve. We
have understood the first four moments about mean in this lesson, i.e., W, pa, i3,
and py.



® Measures of Skewness and Kurtosis, like measures of central tendency and
dispersion, study the characteristics of a frequency distribution.

® Averages tell us about the central value of the distribution and measures of
dispersion tell us about the concentration of the items around a central value.

® When two or more symmetrical distributions are compared, the difference in them
is studied with ‘Kurtosis’.

® When two or more symmetrical distributions are compared, they will give
different degrees of Skewness. These measures are mutually exclusive ie. the
presence of skewness implies absence of kurtosis and vice-versa.

® Bowley’s method of skewness is based on the values of median, lower and upper
quartiles. This method suffers from the same limitations which are in the case of
median and quartiles. Wherever positional measures are given, skewness should
be measured by Bowley’s method.

® Bowley’s method is also used in case of ‘open-end series’, where the importance
of extreme values is ignored.

6.6 UNIT END ACTIVITY

The length of stay on the cancer floor of XYZ Hospital was organized into a
frequency distribution. The mean length of stay was 28 days, the medial 25 days and
modal length is 23 days. The standard deviation was computed to be 4.2 days. s the
distribution symmetrical, or skewed? What is the coefficient of skewness? Interpret.

6.7 KEYWORDS

Moments: In statistics, moments are certain constant values in a given distribution
which help us to ascertain the nature and form of distribution.

Skewness: Skewness is refers to the symmetry of the distribution.

Kurtosis: Kurtosis is the degree of flatness or 'peakedness’ in the region of mode of a
frequency curve.

Coefficient of Kurtosis: 1t a measure of the relative peakedness of the top of a
frequency curves.

Measure of Skewness: Measure of skewness is the technique to indicate the direction
and extent of skewness in the distribution values in the data set.

Moment of Order: 1t is defined as the arithmetic mean of the r™ power of deviations
of observations.

Platykurtic: Negative kurtosis indicates a flatter distribution than the normal
distribution, and called as platykurtic.

Leptokurtic: A positive kurtosis means more peaked curve, called Leptokurtic.

Mesokurtic: Peakedness of normal distribution is called Mesokurtic.

6.8 QUESTIONS FOR DISCUSSION

1. Define coefficients based on moments.
2. Explain moments about origin.

3. Discuss Charlier's check of accuracy.
4

What is skewness?
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12.

13.

19.

20.

21.

22.

23,

24,

25.

What are the characteristics of a good measure of skewness?
How do you calculate Bowley's coefficient of skewness?
What do you understand by measures of Kurtosis?

Explain the terms Platykurtic, Leptokurtic and Mesokurtic.

Define moments of the distribution about mean.

It is given that 2fx' = - 10, £fx” = 400, Tfx"” = - 1000, Lfx"* = 5000 and N =

Value of W 10. Find the first four central moments.

. Given the following information: Mean = 10, Variance = 16 and V f; = +1.

Obtain first three moments about origin.

For a mesokurtic distribution the first moment about 7 is 23 and the second
moment about origin is 1000. Find the coefficient of variation and the fourth
moment about mean.

For a normal distribution, the first moment about origin is 35 and the second
moment about 35 is 10. Find the first four central moments.

. Describe the relation between central moments and moments about origin.
15.
16.
17.

How do you calculate Karl Pearsons’s coefficient of skewness?
What are the properties of moments?

The first three moments of a distribution about the value 2 are 1, 16 and — 40.
Show that the mean ot the distribution is 3, the variance is 15 and p; = — 86. Also,
show that the first three moments about 0 are 3, 24 and 76.

. For a distribution of 100 items, X =54, 6 =3, B; = 0 and B, = 3. If two

observations 64 and 50 were wrongly recorded as 62 and 52, find the corrected
value of the above measures.

The following data are given to an economist for the purpose of analysis:

n =100, fd = 100, £fd’ = 2000, Tfd* = 300, fd* = 60,000,

where d =X - 48. Calculate X, I, 3 and .

For a distribution, the first four moments are 1, 7, 38 and 155 respectively.
(i) Compute the moment coefficients of skewness and kurtosis

(ii) Is the distribution mesokurtic? Give reasons.

The standard deviation of a distribution is 4. What should be the value of fourth
central moment in order that the distribution be mesokurtic.

For a distribution the mean is 10, the standard deviation is 4, VB;= 1 and B, = 4
Obtain the first four moments about origin.

In a certain distribution, the first four moments about the point 4 are — 1.5, 17,
— 30 and 108. Calculate B; and B, and comment on the nature of the frequency
curve as regards to skewness and kurtosis.

For a certain normal distribution, the first moment about 8§ is 22 and the fourth
moment about 30 is 243. Find mean and standard deviation of the distribution.

The sum of 20 observations is 300, sum of squares is 5000 and median is 15. Find
coefficient of variation and skewness.



26. The first three moments of a distribution about a value 3 of the variable are 2, 10
and 30 respectively. Obtain the first three moments about origin. What are the
mean, variance and \/Bl of such a distribution?

27. The first four moments from mean of a distribution are 0, 3.2, 3.6 and 20. The
mean value is 11. Calculate the first four moments about zero and about 10.

28. Compute the moment measure of skewness from the following distribution:

Marks obtained : 0-10 10-20 20-30 30-40 40-50 50-60 60-70

No.of Students : 8 14 22 26 15 10 S
Check Your Progress: Model Answer
I
2. Physics
3. R.A. Fishe
4, Asymmetry
5. B
6. Bulginess
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7.0 AIMS AND OBJECTIVES

After studying this lesson, vou should be able to:

Discuss the meaning of time series

Know the objectives of time series analysis
Describe variations in time series

Define trend analysis

Explain seasonal variations and irregular variations

Discuss decomposition of time series



7.1 INTRODUCTION

Time has strange, fascinating and little understood properties. Virtually every process
on earth is determined by a time variable. One of the most frequently encountered
managerial decision situations involving forecasting is to measure the effect that time
has on the sales of a product, the market price of a security, the output of individuals,
work shifts, companies, industries, societies and so on. A fundamental conceptual
model in all of these situations is the product life cycle concept which goes through
four stages — introduction, growth, maturity and decline. Let us look at this concept in
greater detail before we apply it. A series of observations, on a variable, recorded after
successive intervals of time is called a time series. The successive intervals are usually
equal time intervals, e.g., it can be 10 years, a year, a quarter, a month, a week, a day,
an hour, etc. The data on the population of India is a time series data where time
interval between two successive figures is 10 years. Similarly figures of national
income, agricultural and industrial production, etc., are available on yearly basis.

7.2 MEANING AND OBJECTIVES OF TIME SERIES

A series of observations, on a variable, recorded after successive intervals of time is
called a time series. It should be noted here that the time series data are bivariate data
in which one of the variables is time. This variable will be denoted by t. The symbol
Y, will be used to denote the observed value, at point of time t, of the other variable. If
the data pertains to n periods, it can be written as (t, Y,), t=1,2, .... n.

7.2.1 Objectives of Time Series Analysis

The analysis of time series implies its decomposition into various factors that affect
the value of its variable in a given period. It is a quantitative and objective evaluation
of the effects of various factors on the activity under consideration.

There are two main objectives of the analysis of any time series data:
1. To study the past behaviour of data.
2. To make forecasts for future.

The study of past behaviour is essential because it provides us the knowledge of the
effects of various forces. This can facilitate the process of anticipation of future course
of events and, thus, forecasting the value of the variable as well as planning for future.

7.2.2 Analysis of Time Series

As mentioned earlier, the purpose of analysis of a time series is to decompose Y, into
various components. However, before doing this, we have to make certain
assumptions regarding the manner in which these components have combined
themselves to give the value Y. Very often it is assumed that Y is given by either the
summation or the multiplication of various components, and accordingly you may
assume two type of models, i.e., additive model or multiplicative model.

1. Additive Model: This model is based on the assumption that the value of the
variable of a time series, at a point of time t, is the sum of the four components.
Using symbols, we can write
Y =T +8+C +R, where T, §, C, and R, are the values of trend, seasonal,
cyclical and random components respectively, at a point of time t.

This model assumes that all the four components of time series act independently

of one another. This assumption implies that one component has no effect on the
other(s) irrespective of their magnitudes.
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Multiplicative Model: This model assumes that Y, is given by the multiplication
of various components. Symbolically, we can write

-YI:]‘YXSlXClXRl

This model implies that although the four components may be due to different
causes, these are, strictly speaking, not independent of each other. For example,
the seasonal component may be some percentage of trend. Similarly, we can have
other components expressed in terms of certain percentage.

There is, in fact, very little agreement amongst the experts about the validity of the
models assumed above. It is not very certain that the components combine
themselves in the manner mentioned in the two models. Consequently, various
mixed type of models have also been suggested, such as

Y =T.5.C+R
or ¥ =T.C+S.R orY=T+C.S.R,etc.

Out of all the models, given above, the additive and the multiplicative models are
often used. The two models, when applied to the same data, would give different
answers.

7.3 COMPONENTS OF A TIME SERIES

An observed value of a time series, Y,, is the net effect of many types of influences
such as changes in population. techniques of production, seasons, level of business
activity, tastes and habits, incidence of fire floods, etc. Tt may be noted here that
different types of variables may be affected by different types of factors, e.g., factors
affecting the agricultural output may be entirely different from the factors affecting
industrial output. However. for the purpose of time series analysis, various factors are
classified into the following three general categories applicable to any type of
variable,

1. Trend analysis

2. Periodic or Oscillatory Variations
(a) Cyclical Variations
(b) Seasonal Variations

3. Random or Irregular Variations

7.4 SECULAR TREND

Secular trend or simply trend is the general tendency of the data to increase or
decrease or stagnate over a long period of time. Most of the business and economic
time series would reveal a tendency to increase or to decrease over a number of years.
For example, data regarding industrial production, agriculturai production, population,
bank deposits, deficit financing, etc., show that, in general, these magnitudes have
been rising over a fairly long period. As opposed to this, a time series may also reveal
a declining trend, e.g., in the case of substitution of one commodity by another, the
demand of the substituted commodity would reveal a declining trend such as the
demand for cotton clothes, demand for coarse grains like bajra, jowar, etc. With the
improved medical facilities, the death rate is likely to show a declining trend, etc. The
change in trend, in either case, is attributable to the fundamental forces such as
changes in population, technology, composition of production, etc.



According to A.E. Waugh, secular trend is. “that irreversible movement which
continues, in general, in the same direction for a considerable period of time”. There
are two parts of this definition; (i) movement in same direction, which implies that if
the values are increasing (or decreasing) in successive periods, the tendency
continues; and (ii) a considerable period of time. There is no specific period which can
be called as a long period. Long periods are different for different situations. For
example, in cases of population or output trends, the long period could be 10 years
while it could be a month for the daily demand trend of vegetables.

7.4.1 Objectives of Measuring Trend

There are four main objectives of measuring trend of a time series data:

1. To study past growth or decline of the series. On ignoring the short-term
fluctuations, trend describes the basic growth or decline tendency of the data.

2. Assuming that the same behaviour would continue in future also, the trend curve
can be projected into future for forecasting.

3. In order to analyse the influence of other factors, the trend may first be measured
and then eliminated from the observed values.

4. Trend values of two or more time series can be used for their comparison.

7.4.2 Measurement of Secular Trend
The following are the principal methods of measuring trend from a given time series:
I.  Graphic or Free Hand Curve Method
2. Method of Averages
(a) Method of Selected Points
(b) Method of Semi-averages
(¢) Method of Moving Averages
3. Mathematical Trends
(a) Method of Least Squares
(i) Fitting of Linear Trend
(i) Fitting of Parabolic Trend
(iii) Fitting of Exponential Trend
(b) Method of Selected Points and Method of Semi-averages
(i) Modified Exponential Curve
(i) Gompertz Curve
(iii) Logistic Curve
Graphic or Free Hand Curve Method

This is the simplest method of studying the trend. The given time series data are
plotted on a graph paper by taking time on X-axis and the other variable on Y-axis. A
smooth line or curve, drawn through the plotted points, would represent the trend of
the given data.
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Example: Determine the trend of the following time series data by graphical method.

Years 200102 | 200203 | 2003-04 | 2004-05 | 2005-06 | 2006-07
Fert. Imports 2005 2759 2041 1132 1355 3624
Years 2007-08 | 2008-09 | 2009-10 | 2010-11 | 2011-12 | 2012-13
Fert. Imports 3399 2310 984 1608 3114 2758

Solution:

Onginal Data

................ -_[vrelld L]ne
0 | | ] | | 1 | 1 I 1

Fertiliser Imports (m. tonnes)

4

[

i)
F

i 1 1 1 i I 1 1 t 1

I
2001-02 2003-04 2005-06 2007-08 2009-10 2011-12

The dotted line, shown in the figure, is the required trend line. This line can be
extended to get the predicted values for future.
Mevrits

(i) It is a simple method of estimating trend which requires no mathematical
calculations.

(ii) It is a flexible method as compared to rigid mathematical trends and, therefore, a
better representative of the trend of the data.

(iii) If the observations are reiatively stable, the trend can easily be approximated by
this method. '
Demerits

(i) Tt is a subjective method. The values of trend, obtained by different statisticians
would be different and hence, not reliable.

(ii) Prediction made on the basis of this method is of little value.

Method of Averages

The following are the method of averages:

Method of Selected Points

In this method, two points, considered to be the most representative or normal, are
joined by a straight line to get secular trend. This, again, is a subjective method since
different persons may have different opinions regarding the representative points.
Further, only linear trend can be determined by this method.



Example: Determine the trend of the following time series data by the method of
selected points:

Years 2001-02 | 2002-03 | 2003-04 | 2004-05 2005-06

Per Capita availability of 521 511 462 525 518

Tea (gms)

Years 2006-07 | 2007-08 | 2008-09 | 2009-10

Per Capita availability of 575 589 546 593

Tea (gms) J
Solution:

2

W
~
w

-

:

Per Capita availability of Tea (gms)

2001-02 2003-04

2005-06 200708 2005-10

In the above figure, we have taken the years 2004-2005 and 2009-2010 as the normal
years. The corresponding points are joined by a straight line to get the trend of the
observed values.

Method of Semi-averages

The given time series data are divided into two equal parts and the arithmetic mean of
the values of each part is computed. The computed means are termed as semi-
averages. Each semi-average is paired with the centre of time period of its part. The
two pairs are then plotted on a graph paper and the points are joined by a straight line
to get the trend. 1t should be pointed out here that in case of odd number of
observations, the two equal parts are obtained by dropping the middle most
observation.

Merits
e It is simple method of measuring trend.

e It is an objective method because anyone applying this to a given data would get
identical trend values.

Demerits

® This method can give only a linear trend of the data irrespective of whether it
exists or not.

® This is only a crude method of measuring trend, since we do not know whether the
effect of other components is completely eliminated or not.
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Method of Moving Average

This method is based on the principie that the total effect of periodic variations at
different points of time in its cycle gets completely neutralized, i.e., £S, = 0 in one
year and XC, = 0 in the period of cyclical variations.

In the method of moving average, successive arithmetic averages are computed from
overlapping groups of successive values of a time series. Each group includes all the
observations in a given time interval, termed as the period of moving average. The
next group is obtained by replacing the oldest value by the next value in the series.
The averages of such groups are known as the moving averages.

The moving average of a group is always shown at the centre of its period. The
process of computing moving averages smoothens out the fluctuations in the time
series data. It can be shown that if the trend is linear and the oscillatory variations are
regular, the moving average with period equal to the period of oscillatory variations
would completely eliminate them. Further, the effect of random variations would get
minimised because the average of a number of observations must lie between the
smallest and the largest observation. It should be noted here that the larger is the
period of moving average the more would be the reduction in the effect of random
component but more information is lost at the two ends of data.

When the trend is non-linear, the moving averages would give biased rather than the
actual trend values.

Let Y, Yo, ...... Y, be the n values of a time series for successive time periods 1, 2,
...... n respectively. The calculation of 3-period and 4-period moving averages are
shown in the following tables:

Time | Values| 3 - gﬂod Time | Values 4 - period Centered
Period| of Y A Period| of Y 1&671 Values
1 YI esa .1 Yl ¥
Y +Y,+Y,
2 Yz = 2 Y?__}YI'FY;"'YT"Y; A
3y, |Ya%tY, o |y &, A
3 LYYy, 2
4 Y, Y +Y +Y, 4 Y Y AtA,
3 C ] YAYAY Y, A—" 2
.5 '.YS 5 Ys ? T .
n |y, . :

[t should be noted that, in case of 3-period moving average, it is not possible to get the
moving averages for the first and the last periods. Similarly, the larger is the period of
moving average the more information will be lost at the ends of a time series.

When the period of moving average is even, the computed average will correspond to
the middle of the two middie most periods. These values should be centered by taking
arithmetic mean of the two successive averages. The computation of moving average
in such a case is also illustrated in the above table.

Example: Determine the trend values of the following data by using 3-year moving
average. Also find short-term fluctuations for various years, assuming additive model.
Plot the original and the trend values on the same graph.

Years 2001 | 2002 | 2003 | 2004 | 2005 | 2006 | 2007 | 2008 | 2009 | 2010

Production 26 27 28 30 29 27 30 31 32 31
(000’ tonnes)




Solution:
Calculation of Trend and Short-term Fluctuations
Years Production (Y) 3-Years 3-Years M.A. Short-term —{
Moving Total or Trend fluctuations
. values (T) _Y-1
2001 26
2002 27 81 27.00 0.00
2003 28 85 28.33 -0.33
2004 30 87 29.00 1.00
2005 29 86 28.67 033
2006 27 86 28.67 -1.67
2007 30 88 29.33 0.67
2008 31 93 31.00 0.00
2009 32 94 31.33 0.67
2010 31 B ]
Graphical Presentation of Y and T Values
FIE
=
c
2
8
g — — Original Data
"é 20 4 Trend Line
= k-
2001 2002 2003 2004 2005 2006 2007 2008 2009 2010

Merits

® This method is easy to understand and easy to use because there are no
mathematical complexities involved.

e Itis an objective method.

e |t is a flexible method in the sense that if a few more observations are added, the
entire calculations are not changed.

® When the period of oscillatory movements is equal to the period of moving
average, these movements are completely eliminated.

e By the indirect use of this method, it also possible to isolate seasonal, cyclical and
random components.

Demerits

e [t is not possible to calculate trend values for all the items of the series. Some
information is always lost at its ends.

e This method can determine accurate values of trend only if the oscillatory and
random fluctuations are uniform in terms of period and amplitude and the trend is,
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at least, approximately linzar. However, these conditions are rarely met in
practice. When the trend is not linear, the moving averages will not give correct
values of trend.

The selection of period of moving average is a difficult task and a great deal of
care is needed to determine it.

Like arithmetic mean, the inoving averages are too much affected by extreme
values.

The trend values obtained by moving averages may not follow any mathematical
pattern and thus, cannot be used for forecasting, which perhaps is the main task of
any time series analysis.

Mathematical Trends

The method of fitting a mathematical trend to given time series data is perhaps the
most popular and satisfactory. The form of mathematical equation used for the
determination of trend depends upon the nature of the broad idea of trend, obtained by
graphic representation of data or otherwise. Some popularly known forms of trend are
linear, parabolic, exponential and growth curves. A brief description of these is given
below:

Linear Trend: The general form of a linear trend is given by the equation Y, =a +
bt, where t denotes time, Y, is the trend value (note that trend values, in
mathematical models, will be denoted by Y, rather than by T, for the sake of

convenience) of variable at time t and a (> 0) and b (a real number) are constants.
The constant a can be interpreted as the value of trend (Y) when t =0 and b gives

the change in Y, per unit change in time. It should be noted that the rate of change
of Y is always constant in case of a linear trend. This implies that for equal
absolute changes in t, there are correspondingly equal absolute changes in Y.

Further, a linear trend can be rising or falling according as b > 0 or <0, as shown
in Figure 7.1.

Y( / Yl

b >1 / 0<b<l

//

e

a \

M D

Figure 7.1: Rising and Falling Linear Trend

Parabolic Trend: The general form of a parabolic trend is Y, = a + bt + ct’, where

a, b and ¢ are constants. Here the rate of change of Y, is different at ditferent time
periods. The possible shapes of parabolic trends are shown in Figure 7.2.



a /i

Y ' ) : 2 (ii) ¢

Figure 7.2: Increasing and Decreasing Parabolic Trend

We note that the rate of change of Y, is increasing in the first case while it is
decreasing in the second.

Exponential Trend: The general form of an exponential trend is given by the
equation Y = a.b', where a and b are positive constants. This implies that values Y,

changes by a constant percentage per unit of time. For example, if a =50 and b =
1.05, then

Y| =50x1.05 = 5% increase in the value of a.

Similarly, Y, = 50 x (1.05)* = Y, x 1.05 = 5% increase in the value of Y, and so

on. We note that when b > 1, the exponential trend is increasing. In a similar way,
it would be decreasing when 0 <b <1, as shown in Figure 7.3.

Y Y

° () oo (if) !

Figure 7.3: Increasing and Decreasing Exponential Trend

Growth Curves: The mathematical trends like straight line, parabola or
exponential curve are such that they would show either increasing or decreasing or
first increasing (decreasing) and then decreasing (increasing) trends throughout
the entire period, without any limit. In most of the business and economic time
series, we find that although the trend is increasing (or decreasing), it remains less
(or greater) than a particular value. Such a behaviour is described by means of
growth curves. Some important growth curves are Modified Exponential Curve,
Gompertz Curve and Logistic or Peari-Reed Curve.

% Modified Exponential Curve: The general form of a modified exponential
curve is given by

Y, =k +a.b', where k, a and b are constants.

For a fixed value of k, different trends can be obtained from various
combinations of the values of a and b as shown below.

(a) When a <0 and 0 <b < 1: This curve is shown in Figure 7.4(1), which
indicates that Y, increases at decreasing rate per unit of time and always

remains less than k.
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(b) When a > 0 and 0 < b < t: This curve is shown in Figure 7.4(ii), which
indicates that Y, decreases at increasing rate per unit of time and always

remains greater than k.

L { Y,

T~
a \

(iD

(D)

Figure 7.4: Growth Curve: Increasing and Decreasing Modified Exponential Curve

{c) When a < 0 and b > 1: This curve is shown in Figure 7.5(i), which
indicates that the greatest value of Y, is k + a and it decreases at

decreasing rate per unit of time.

(d) Whena>0andb > 1: This is shown in Figure 7.5(ii), which indicates that
the lowest value of Y, is k + a and it increases at increasing rate.

Y, Y=k Y,

k+a

k+a
Y

Il
-~

() (D)

Figure 7.5: Growth Curve: Increasing and Decreasing Modified Exponential Curve

< Gompertz Curve: The general form of Gompertz curve is given by

Y, = K.a", where k, a and b are constants.

Taking log of both sides, we have

log Y, = log k + btlog a , which is of modified exponential form.

< Logistic or Pearl-Reed Curve: In the case of a modified exponential curve, the
rate of increase (or decrease) of Y, was either increasing or decreasing
throughout the whole period. In most of the business and economic time
series, we may have a situation where the rate of increase of Y is very high in
the early stages and then gradually declines and reaches a saturation. This type
of behaviour can be approximated by a Logistic curve, which is identical to a
modified exponential curve.

K
The general form of a Logistic curve is given by Y, = 1— where k is a constant
_+_

ef(t) %

and f(t) is a polynomial of degree m.



Note: If m = 3, the polynomial can be written as f(t) = a + bt + ct? + dt’, where a, b, ¢ 187
and are constants. Analysis of Time Series

A polynomial of degree one is, often, considered and thus, we can write the Logistic

K
curveas Y, = o . (1)
4"
: K
Further, we can also use base 10 instead of e. Thus, we get ¥, = 2107
1+

When b < 0, a + bt tends to be negative for large values of t and hence
e or 10*"* tends to be zero. Thus, Y — k for large values of t. Similarly, Y, —>0ast

— — 0. Hence, the curve lies between two asymptotes Y, = k and Y, = 0, as shown in
Figure 7.6(a).

Further, when b > 0, the curve would again lie between these asymptotes. However, b
would be decreasing, rather than increasing, in this case, as shown Figure 7.6(b).

Y Y=k Y, Y=k

\ k>0,a>0,b>0

/ k>0,a>0,b<0

0 t 0 t

(a) (b)

Figure 7.6: Growth Curve: Increasing and Decreasing Logistic or Pearl-Reed Curve

It can be shown that a Logistic curve is closely related to a modified exponential
curve. Taking the reciprocal of the Logistic curve given by (1), we get

1 4 elH—/?I I e[H-f‘)I 1 ea
= =g =———+—Xe

1
Yk Kk k k

ht

Let l=a e_:A and ¢’ = B
k k

1 L . . .
v =a + A.B', which is identical to the modified exponential form.
Method of Least Squares

This is one of the most popular methods of fitting a mathematical trend. The fitted
trend is termed as the best in the sense that the sum of squares of deviations of
observations, from it, are minimised. We shall use this method in the fitting of
following trends:

(a) Linear Trend
(b) Parabolic Trend

(¢) Exponential Trend

Fitting of Linear Trend

Given the data (Y, t) for n periods, where t denotes time period such as year, month,
day, etc., we have to find the values of the two constants, a and b, of the linear trend
equation Y, = a + bt.
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Using the least square method. the normal equation for obtaining the values of
aand b are:

2Y =nath Xt

2tY maxt+be
Let X =t— A, such that X X = 0. where A denotes the year of origin.
The above equations can also be written as

2Y=na+bX X

2XY=aZX+bX X’

(Dropping the subscript t for convenience).

X and b= ZXY

n Z X

This distinction will become obvious from the following two examples.

Since X = 0, we can write ¢ =

Example: Fit a straight line trend to the following data and estimate the likely profit
for the year 2016. Also calculate various trend values.

Years : 2007 2008 2009 2010 2011 2012 2013
Profit (in lacs of ¥) : 60 72 75 65 80 85 95

Solution:

Calculation Table

Years(t) | Y | X=t-1980 | XY | X* | Trend Values
2007 60 -3 —180 ] 9 61.42
2008 72 =2 —144 | 4 66.28
2009 75 -1 =75 1 71.14
2010 65 -0 0] 0 76.00
2011 80 1 80 | 1 80.86
2012 85 2 170 | 4 85.72
2013 95 3 285 9 90.58
Total 532 0 136,28
FFrom the table, we can write a 22:76 (n = 7, the no. of observations) and
b=120_ 486
28

Thus, the fitted line of trend is Y = 76 + 4.86X
Thus, the appropriate way of writing the trend equation would be:
Y =76 + 4.86X, where (i) year of origin = Ist July 2010 (the year in which X = 0), (ii)

unit of X =1 year and (ii1) Y's are annual figures of profits.

Calculation of Trend Values: Trend value of a particular year is obtained by
substituting the associated value of X in the trend equation. For example, X = — 3 for
2007, therefore, trend for 2007 i1s Y =76 +4.86 (—3)=61.42.



Alternatively. trend values can be calculated as follows:

We know that a is the trend value in the year of origin and b gives the rate of change
per unit of time. Thus, the trend for 2010 = 76, for 2009 = 76 — 4.86 = 71.14, for 2008
=71.14 — 486 = 66.28 and for 2007 = 66.28 — 4.86 = 61.42, etc. Similarly, trend for
2011 =76 +4.86 = 80.86, for 2012 = 80.86 + 4.86 = 85.72, etc.

Prediction of Trend for a Year: Using the trend equation, we can predict a trend value
for a year which doesn't belong to the observed data. To predict the value for 2016, the
associated value of X = 6. Substitu<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>