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UNIT 

1 

AN INTRODUCTION TO ST ATISTICS 

CONTENTS 

1.0 Aims and Objectives 

I. I lntroduction 

1.2 Meaning, Definitions and Characteristics ofStatistics 

1.2. l Statistics as a Scientific Method 

1.2.2 Statistics as a Science or an Art 

1.3 lmportance of Statistics 

1.4 Scope of Statistics 

1.5 Limitations of Statistics 

1.6 Development of Statistics 

1.7 Classification of Statistics 

1.7. I Descriptive Statistics 

1.7.2 Analyrical Statistics 

1.7.3 lnductive Statistics 

1.7.4 lnferential Statistics 

1.7.5 Applied Statistics 

1.8 Role of Statistics in Decision-making 

1.9 Role of Statistics in Research 

I. I O Laws of Statistics

1.10.1 Common Statistical lssues 

1.11 Let us Sum up 

1.12 Unit End Activity 

I. i 3 Keywords

1.14 Questions for Discussion 
1.15 References 

1.16 Suggested Readings 

1.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Explain the meaning, definitions and characteristics of statistics

• Discuss the importance and scope of statistics

• Recognise the !imitations, development and classification of statistics

• ldentify the role of statistics in decision-making and research

• Explain the laws of statistics
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Business Stat1st1cs 

• Statistics also provide irnportant techniques for the study of relationship between
two or more characteristics (or variable), in forecasting, testing of hypothesis,
quality co11trol, decision-making, etc.

• Statistics as a scientific method has its importance in almost all subjects of natura!
and social sciences.

o Statistics is an indispensable tool for the modern governrnent to ensure efficient
running of its administration in addition to fulfillment of welfare ob_jectives.

• Jt is rather impossible to think of planning in the absence of statistics.

• The importance of statistics is also increasing in modern business worid.

• Every business, whether big or small, uses statistics for analysing various business
situations, including the feasibility of launching a new business.

• The !imitations of statistics must always be kept in mind.

• Statistical methods are applicable only if data can be expressed in tenns of
numerical figures.

• The results of analysis are applicab!e to groups of individuals or units and are true
only on average, etc.

1.12 UNIT END ACTIVITY 

Explain by giving reasons whether the following are data or not: 

(a) Arun is rnore intelligent than Avinash.

(b) Arun got 75% marks in B.Sc. and Avinash got 70% marks in B.Com.

(c) Arun was bom on August 25, 1974.

1.13 KEYWORDS 

Statistics: By statistics, we mean aggregate of fäets affected to a marked extent by a 
multiplicity of causes, numerically expressed, enumerated or estimated according to a 
reasonable standard of accuracy, co!lected in a systematic manner fora predetermined 
purpose and placed in relation to each other. 

Applied Statistics: It consists of the application of statistical methods to practical 
problems. 

Descriptive Statistics: All those methods which are used for the collection, 
classification, tabulation, diagrammatic presentation of data and tbe methods of 
calculating average, dispersion, correlation and regression, index numbers, etc., are 
inc luded in descriptive statistics. 

Jnductive Statistics: It includes all those methods wh ich are used to make 
generalisations about a popuiation on the basis of a sample. The techniques of 
forecasting are also included in inductive statistics. 

Jnferentia/ Statistics: It includes all those methods which are used to test certain 
hypothcses regarding characteristics of a population. 

National Jncome Accounting: The system of keeping the accounts of income and 
expenditure of a country is known as national income accounting. 

Numerical Facts: Quantitative fäets are capable of being represented in the form of 
numerical figures and therefore, are also known as nurnerical fäets. 
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Uusin�s Smtisli:..-. 
2.7 M'ail Qucstionnair� 

2.7.J Adva111agcs of:\.lail Questionnafre 

2. 7 .2 Limit.1tions of Mail Questionr.aire 

2.7.3 Additio11ai Co,.s:dcration for lh< f>rcparation ofMail Questionnaire 

2.8 EtJiting and Co<ling of Data 

2.8.J Editing Primary Uata 

2.8.2 .Editing Secondaty Data 

2.8.3 Coding ofOata 

2 .9 Classifkotion of Data 

2, 10 

2.11 

2.12 

2.13 
2.14 

2.15 
1.16 

2.9.1 Rulcs ufClassi/ication 

2.9.2 8ases ofCJassification 

2.9.3 Frcquency Distribution 

Tal>ulation ofData 

2. 10.1 ObjocLivcs ofTabu!atio:i

210.2 Main Pans <>f a Table 

2.10.3 Ru lt<s for Tahulalion 

.2 I0.4 Types ofTabulation 

2.10.5 On""way Tabµlation 

2.lu.6 Two-way Tabulation

2.10.7 Mulli-way Tabulation 

2.10.8 Advantages ofTabulation 

Lct us Sum ur 

Unit  lond Activity 

Kevwords 

()uestions for Di�uss\(),i 
References 

:Suggest�a K�:J.<iinys 

2.0 AIMS AND OBJECTIVES 

A fler siudy ing th i� Jesson, you should be ablc to: 

• Explain the Organisatiou ofStatistical lnvestigation

• f-Kpl�in collcction, editi,ig and classilicatio11 ofprimary and seconda!) dala

• Deftne tabulation and presentation of dala

2.1 INTRODUCTJON 

By rh� term invcstigation (or enquiry), we mean thc scarch for information or 
know Jedge. Statistical investigation th11s impli�s sear<.:h for knowledge w ith the help 
of siatistical devices like cllllection, classif.cation, analysis and interpretation, etc. 
According to Griftin, "Statistical enqiliries have always required (:OllJidera/Jle skilt on 
the part of the 3ta1i3tfr:itm rooted in a broad /mowlcdge. of the s11bject matlPI' area and 
combined w;J/, considera/,/e ingenuily in overcoming practical difjiculties. " So to 
apply statistical inelhoos to any problem it is necessary to e-01lect the num�rical fäets 
since statistical 110alysis is nol possibl� with.out thcm. 
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Business Statistics 
lf depth interviews and probing techniques are to be used, it 1s necessary to 
employ investigators to collect data. 

• The quality of information collected through the filling of a questionnaire
depends, to a !arge extent, upon the drafting of its questions. Hence, it is
extremely impo1tant that the questions be designed or drafted very carefully and in
a tactfu I man ner.

• Before any processing of the data, editing and coding of data is necessary to
ensure the correctness of data. In any research studies, the voluminous data can be 
handled only after classification. Data can be presented through tables and charts.

• Classification refers to the grouping of data into homogeneous classes and
categories. It is the process of arranging things in groups or classes according to
their resemblances and affinities.

• A frequency distribution is the principle tabu lar summary of either discrete data or
continuous data. The frequency distribution may show actual, relative or
cumulative frequencies. Actual and relative frequencies may be charted as either
histogram (a bar chart) or a frequency polygon. Two commonly used graphs of
cumulative frequencies are less than ogive or more than ogive.

• Once the raw data is collected, it needs to be summarized and presented to the
dccision-maker in a form that is easy to comprehend. Tabulation not only
condenses the data, hut also makes it easy to understand. Tabulation is the fastest
way to cxtract information from the mass of data and hence popular even among
those not exposed to the statistical method.

2.12 UNIT END ACTIVITY 

In any organization of your choice, identify a problem and collect a data internally 
through questionnaire from randomly selected people of your organization. Using the 
collected data, present it in tabulated form and finds a solution to the problem. 

2.13 KEYWORDS 

Primary Data: Primary data are collected afresh and for the first time, and thus, 
happen to be original in character. 

Secondary Data: When the data are not collected for this purpose, but is derived from 
other sources then such data is referred to as 'secondary data'. 

Frequeney Distribution: A tabular summary of data showing the number (frequency) 
of observations in each of several non-overiapping classes. 

Tahulation: Tabulation is arranging the data in flat table (two dimensional arrays) 
format by grouping the observations. 

2.14 QUESTIONS FOR DISCUSSION 

I. Differentiate between descriptive and inferential statistics with exarnples.

2. Describe the various mcthods of collecting primary data and comment on their
relative advantages and disadvantages.

3. Discuss the methods or sources of collecting secondary data.

4. How do you design a questionnaire? What are the important points to be kept in
mind'?







3.10 

3.11 

3.12 

3.13 

3.14 

3.15 

3.16 

3 .9.3 Non-response Error 

3.9.4 Data Error 

3.9.5 Failure ofthe Interviewer to Follow Jnstructions 

Statistical Series and Its Types 

Let us Sum up 

Unit End Activity 

Keywords 

Questions for Discussion 
References 

Suggested Readings 

3.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Understand the meaning, concepts and types of sampling design

• Discuss the concept ofprobability and non-probability sampling methods

• Understand $ampling and sampling techniques

• Discuss the method of determination of sample size

• Explain the sampling distributions

• Describe the occurrence of sampling error

• Understand the preparation of statistical series and its types

3.1 INTRODUCTION 

The formula for the sampling distribution depends on the distribution of the 
population, the statistic being considered and the sample size used. A more precise 

formulation would speak of the distribution of the statistic as that for all possible 
samples of a given size, not just "under repeated sampling". Suppose that we draw all 

possible samples ofsize n from a given population. Suppose further that we compute a 
statistic (e.g., a mean, proportion, standard deviation) for each sample. The probability 
distribution ofthis statistic is called a sampling distribution. Estimation is a procedure 
by which sample information is used to estimate the numerical magnitude of one or 
more parameters of the population. A function of sample values is called an estimator 

(or statistic) while its numerical value is called an estimate. For example, an estimator 
of population mean is m. On the other hand, if for a sample, the estimate of population 

mean is said to be 50. 

3.2 SAMPLING DESIGN 

A sample is a part of a target population, which is carefully selected to represent the 
population. 

Sampling frame is the list of elements from which the sample is actually drawn. 

Actually, sampling frame is nothing but the correct list of population. 

Example: Telephone directory, Product finder and Yellow pages. 

61 
Sampling Methods and 

Statistical Series 
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Business Statis1ics 
Check Y om· Pro ress 

Fill in the blanks: 

�. ln _ ____ sampling, sa1nples 1nay be picked up based on thc 
judgment or convenience of the enumerator. 

2. Purposive sampling is also known as the _____ sampling.

3. _ ____ is the gap between the sample mean and population 1nean.
Searcbing the environment for information called the
activity.

4. � �- is the list of elements from which the sample is actually
drawn.

is appropriate if the size of population is small. 

6. Under _____ method, numbers or names of various units of
population are noteci en chits and put in a container.

3.11 LET US SUM UP 

• A sample is a part of a total aggregate selccted with view to obtain information
about the whole group. The whole group is known as population.

• Sampling is less expensive. less time consuming and more accurate as compared
to completing enumeration (census). In case of destructive tests, there is no
alternative to the sampling. Sampling is used in many of the practical situations
like quality control, market research, medical research, experimental analysis,
inventory control, surveys and so on.

• Sample is a representative of population. Census represents cent percent of 
population. The most impo11ant factors distinguishing whether to choose sample
er census is cost and time. There are seven steps involved in selecting the sample.

• There are two types of sample (a) Probability sampling and (b) Non-probability
sample. Probability sampling includes random sampling, stratified random
sampling systematic sampling, cluster sampling and multistage sampling. Random
sampling can be chosen by lottery method or using random number table. Samples
can be chosen either with equal probability or varying probability. Random
sampling can be systematic or stratified. In systematic random sampling, only the
first number is randomly se!ected. Then by adding a constant "K" remaining
numbers are generated. In stratified sampling, random samples are drawn from
several strata, which have more or less same characteristics. In multistage
sampling, sampling is drawn in several stages.

3.12 UNIT END ACTIVITY 

Suppose you have to compare the fashion sense of different age groups in Delhi. How 
will you select the optimum sample size? 

3.13 KEYWORDS 

Population: The aggregate or total ity of all members is known as 'population'; for 
example, all items produced in a day at a factory is a population; few items selected 
for testing or performance measurement by quality control inspector isa sample. 

Sample: Data sample is a set of data collected and/or selected from a statistical 
population by a defined procedure. 
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Business S1atis1ics 

4.8 

4.9 

Let us Sum up 

Unit End Activity 

4.10 Keywords 

4.11 Questions for Discussion 

4.12 References 

4.13 Suggested Readings 

4.0 AIMS AND OB.JECTIVES 

After studying this lesson, you should be able to: 

• Define the term average and its functions and characteristics

• Write the uses, merits and demerits of mean, median and mode 

• Tel1 about mathematical averages - AM, GM and HM

• Establish the relationship amongst mean, median and mode

• Establish the relationship amongst AM, GM and HM

4.1 INTRODUCTION 

Summarization of the data is a necessary function of any statistical analys is. As a first 
step in this direction, the huge mass of unwieldy data is summarized in the form of 
tables and frequency distributions. In order to bring the characteristics of the data into 
sharp focus, these tables and frequency distributions need to be summarized further. A 
measure of central tendency or an average is very essential and an impo11ant summary 
measure in any statistical analys is. 

4.2 AVERAGE 

The average of a distribution has been defined in various ways. Some of the important 
definitions are mentioned below: 

"An average is an attempt ta find one single jigure ta describe the whole of/igures ··.

- C/ark and Sekkade

"Average is a value which is typical ar representative ofa set af data". 

- Murray R. Spiegal

"An average isa single value within the range af the data that is used ta represent all 
the values in the series Since an average is somewhere within the range of data it is 
sometimes called a measure af central value ".

- Croxton and Cowden

''A measure af central tendency is a typical value around which other figures 

congregate ".

- Sipson and Kajka

4.2.1 Functions of an Average 

• To present huge mass oj data in a summarised form: It is very difficult for
human mind to grasp a !arge body of numerical figures. A measure of avcrage is
used to summarise such data into a single figure which makes it easier to
understand and remember.
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Business S1a1istics 
• In order that the mean wage gives a realistic picture of the distribution, the wages

of managers should be given less imp011ance in its computation. The mean
calculated in th is man ner is called weighted arithmetic mean.

• If a constant B is added (subtracted) from every observation, the mean of these
observations also gets added (subtracted) by it.

• If eve1y observation is multiplied (divided) by a constant b, the mean of these
observations also gets multiplied (divided) by it.

• lf some observations of a series are replaced by some other observations, then the
mean of original observations will change by the average change in magnitude of
the changed observations.

• Arithmetic mean is rigid ly defined by an algebraic formula.

• Median of distribution is that value of the variate which divides it into two equal
parts.

• Median conveys the idea of a typicai observation.

• Mode is that value of the variate which occurs maximum number of times in a
distribution and around which other items are densely distributed.

• The geometric mean of a series of n positive observations is defined as the nth
root of their product.

• The harmonic mean of n observations, none of which is zero, is defined as the
reciprocal of the arithmetic mean of their reciprocals.

4.9 UNIT END ACTIVITY 

Premier Automobiles Ltd. does statistical analysis for an automobile racing team. 
Here are the fuel consumption figures in Kilometer per litre for the team's cars in the 
recent races. 

4.77 

5.75 

6.11 

4.89 

6.11 

6.05 

5.05 

5.22 

5.99 4.91 

6.02 5.24 

(a) Calculate the median fuel consumption.

(b) Calculate the mean fuel consumption.

5.27 

6.11 

6.01 

5.02 

( c) Group the given data into equally sized classes. What is the fuel consumption
value of the modal classes?

(d) Which of the three measures of central tendency is best for Allison to use when
she orders fuel? Explain.

4.10 KEYWORDS 

A verage: An average is a single value within the range of the data that is used to 
represent al I the values in the series. 

Arithmetic Mean: Arithmetic mean is defined as the sum of observations divided by 
the number of observations. 

Geometric Mean: The geometric mean of a series of n positive observations is defined 
as the nth root of their product. 

Harmonic Mean: The hannonic mean of n observations, none of which is zero, is 

defined as the reciprocal of the arithmetic mean of their reciprocals. 
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UNIT 

5 

MEASURES OF DISPERSION 

CONTENTS 

5.0 Aims and Objectives 

5.1 lntroduction 

5.2 Definitions of Dispersion 

5.3 Objectives ofMeasuring Dispersion 

5.4 Measures of Dispersion 

5.5 Range 

5.5. l Merits and Demerits of Range 

5.5.2 Uses ofRange 

5.6 Interquartile Range 

5.6.1 Interpercentile Range 

5.6.2 Quartile Deviation or Semi-interquartile Range 

5.6.3 Merits and Demerits of Quartile Deviation 

5.7 Mean Deviation or Average Deviation 

5.7.l Calculation ofMean Deviation 

5.7.2 Coefficient ofMean Deviation 

5.7.3 Merits, Demerits and Uses ofMean Deviation 

5.8 Standard Deviation 

5.8. I Calculation of Standard Deviation 

5.8.2 Coefficient ofVariation 

5.8.3 Properties of Standard Deviation 

5.8.4 Merits, Demerits and Uses ofStandard Deviation 

5 .8.5 Empirical Relation among Various Measures of Dispersions 

5.9 Let us Sum up 

5.10 Unit End Activity 

5.11 Keywords 
5.12 Questions for Discussion 
5 .13 References 
5.14 Suggested Readings 

5.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Define the terms dispersion and range

• Discuss the objectives and characteristics of a good measure of dispersion
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Business Statistics 
• Coefficient of Range = L - S / L + S

• Quartile Deviation or Semi-fnterquartile Range QD = Q3 - Q 1 /2

• Coefficient of QD = Q3 - Q i/ Q3 + Q,

• Standard deviation: probably the most common measure of dispersion. It te Ils you
how spread out numbers are from the mean.

• The spread of a data set can be described by a range of descriptive statistics
including variance, standard deviation and interquartile range.

• Standard deviation is the square root of the variance.

• The important advantage of interquartile range is that it can be used as a rneasure
of variability ifthe extreme values are not being recorded exactly.

5.10 UNIT END ACTIVITY 

"Frequency distribution may either differ in numerical size of their averages though 
not necessarily in their formation or they may have the same values of their averages 
yet differ in their respective formation". Explain and illustrate how the measures of 
dispersion afford a supplement to the information about frequency distribution 
furnished by averages. 

5.11 KEYWORDS 

Av erages oj Second Order: The measures which express the spread of observations in 
terms of the average of deviations of observations from some central value are termed 
as the averages of second order, c.g., mean deviation, standard deviation, etc. 

Coefficient oj Standard Deviation: A relative measure of dispersion, based on 
standard deviation is known as coefficient of standard deviation. 

Dispersion: Dispersion is thc measure of extent to which individual items vary. 

Distance Measures: The measures which express the spread of observations in terms 
of distance between the values of selected observations. These are also termed as 
distance measures, e.g., range, interquartile range, interpercentile range, etc. 

lnterquartile Range: lnterquartile Range is an absolute measure of dispersion given 
by the difference between third quartile (Q3) and first quartile (Q,) Symbolically, 
Interquartile range = Q3 - Q,. 

Measure oj Central Tendency: A measure of central tendency summarizes the 
distribution of a variable into a single figure which can be regarded as its 
representative. 

Measure oj Variation: The measure of the scatteredness of the mass of figures in a 
series about an average is called the measure of variation. 

Quartile Deviation or Semi-interquartile Range: Half of the interquartile range is 
called the quartile deviation or semi-interquartile range. 

Range: The range of a distribution is the difference between its two extreme 
observations, i.e., the difference between the largest and smallest observations. 
Symbolically, R = L - S where R dcnotes range, L and S denote largest and smallest 
observations. 

Standard Deviation or Root-mean Square Deviation: The squares of the deviations 
from arithmetic mean are taken and the positive square root of the arithmetic mean of 
sum of squares of these deviations is taken as a measure of dispersion. This measure 
of dispersion is known as standard deviation or root-mean square deviation. 









UNIT 

6 

MOMENTS, SKEWNESS AND KURTOSJS 

CONTENTS 

6.0 Aims and Objectives 

6. I I ntroduction 

6.2 Moments 

6.3 

6.4 

6.5 

6.6 

6.7 

6.8 

6.9 

6.10 

6.2.1 Moments about any Arbitrary Value A 

6.2.2 Moments about Origin 

6.2.3 Relation between Central Moments and Raw Moments 

6.2.4 Relation between Central Moments and Moments about Origin 

6.2.5 Effect of Change of Scale and Origin on Moments 

6.2.6 Charlier's Check of Accuracy 

6.2.7 Sheppard's Correction for Grouping 

6.2.8 Coefficients Based on Moments 

Skewness 

6.3.1 Measures of Skewness 

Kurtosis 

6.4.1 Measures of Kurtosis 

Let us Sum up 

Unit End Activity 

Keywords 
Questions for Discussion 
References 

Suggested Readings 

6.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Understand the concept of moments

• Discuss the meaning of skewness

• Describe the measure of kurtosis

6.1 INTRODUCTION 

So far we have discussed the measures of central tendency and dispersion of 
frequency distributions for their summarisation and comparison with each other. 
These measures, however, do not adequately describe a frequency distribution in the 
sense that there could be two or more distributions with same mean and standard 
deviation but still different from each other with regard to shape or pattern of 







































• Measures of Skewness and Kurtosis, like measures of central tendency and
dispersion, study the characteristics of a frequency distribution.

• Averages tel1 us about the central value of the distribution and measures of 
dispersion tel1 us about the concentration of the items around a central value.

• When two or more symmetrical distributions are compared, the difference in them
is studied with 'Kurtosis'.

• When two or more symmetrical distributions are compared, they will give
different degrees of Skewness. These measures are mutually exclusive i.e. the
presence of skewness implies absence of kurtosis and vice-versa.

• Bowley's method of skewness is based on the values of median, lower and upper
quartiles. This method suffers from the same !imitations which are in the case of
median and quartiles. Wherever positional measures are given, skewness should
be measured by Bowley's method.

• Bowley's method is also used in case of 'open-end series', where the importance
of extreme values is ignored.

6.6 UNIT END ACTIVITY 

The length of stay on the cancer floor of XYZ Hospital was organized into a 
frequency distribution. The mean length of stay was 28 days, the medial 25 days and 
modal length is 23 days. The standard deviation was computed to be 4.2 days. Is the 
distribution symmetri ca!, or skewed? What is the coefficient of skewness? Jnterpret. 

6.7 KEYWORDS 

Moments: In statistics, moments are certain constant values in a given distribution 
which help us to ascertain the nature and form of distribution. 

Skewness: Skewness is refers to the symmetry of thc distribution. 

Kurtosis: Kurtosis is the degree of flatness or 'peakedness' in the region of mode of a 
frequency curve. 

Coefjicient of Kurtosis: It a measure of the relative peakedness of the top of a 
frequency curves. 

Measure oj Skewness: Measure of skewness is the technique to indicate the direction 
and extent of skewness in the distribution values in the data set. 

Moment oj Order: It is defined as the arithmetic mean of the rth power of deviations 
of observations. 

Platykurtic: Negative kurtosis indicates a flatter distribution than the normal 
distribution, and called as platykurtic. 

Leptokurtic: A positive ku11osis means more peaked curve, called Leptokurtic. 

Mesokurtic: Peakedness of normal distribution is ca] led Mesokurtic. 

6.8 QUESTIONS FOR DISCUSSION 

1. Define coefficients based on moments.

2. Explain moments about origin.

3. Discuss Charlier's check of accuracy.

4. What is skewness?

173 

Moments. Skewness 

nnd Kurtosis 







UNIT 

7 

ANALYSIS OF TIME SERIES 

CONTENTS 

7.0 Aims and Objectives 

7. J lntroduction 

7.2 Meaning and Objectives ofTime Series 

7.2.1 Objectives ofTime Series Analysis 

7.2.2 Analysis ofTime Series 

7.3 Components of a Time Series 

7.4 Secular Trend 

7.4.1 Objectives of Measuring Trend 

7.4.2 Measurement of Secular Trend 

7.5 Periodic or Oscillato1y Variations 

7.5.1 Cyclical Variations 

7.5.2 Seasonal Variations 

7.5.3 Ratio to Trend Method 

7.5.4 Ratio lo Moving A verage Method 

7.5.5 Link Relatives Method 

7.6 

7.7 

7.8 

7.9 

Random or Irregular Variations 

Decomposition of'Timc Series 

Let us Sum up 

Unit End Activity 
7. 10 Keywords 

7.11 Questions for Discussion 
7 .12 References 
7.13 Suggested Readings 

7.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Discuss the meaning of time series

• Know the objectives of time series analys is

• Describe var iations in time series

• Define trend analysis

• Explain seasonal variations and irregular variations

• Discuss decomposition of time series

























































204 

Business Statisiics 7.8 LET US SUM UP 

• A series of observations, on a variable, recorded after successive intervals of time
is called a time series.

• The data on the population of a nation is a time series data where time interval
between two successive figures is 10 years. Similarly figures of national income,
agric1Jltural and industrial production, etc., are available on yearly basis.

• The analysis of time series implies its decomposition into various factors that
affect the value of its variable in a given period.

• It is a quantitative and objective evaluation of the effects of various factors on the
activity under consideration.

• Secular trend or simply trend is the general tendency of the data to increase or
decrease or stagnate over a long period of timc.

• Trend values of two or more time series can be used for their comparison.

• Oscillatory movements, repeat themselves after a regular interval of time. This
time interval is known as the period of oscillation.

• The main objective of measuring seasonal variations is to eliminate the effect of
seasonal variations from the data.

• Random variations are usually short-term variations but sometimes their effect
may be so intense that the value of trend may get permanent ly affected.

7.9 UNIT END ACTIVITY 

With which component of time series would you associate each of the following 
statement and why? 

(i) An era of prosperity

(ii) Heavy sales on the occasion of Deepawali

(iii) Constantly rising demand for sugar in lndia

(iv) Price hike in petroleum products due to Iran-Iraq war.

7.10 KEYWORDS 

Time Series: A series of observations, on a variable, recorded after successive 
intervals of time is called a time series. 

Trend Analysis: Trend is a long term movement in a time series. It is the underlying 
direction (an upward or downward tendency) and rate of change in a time series, when 
allowance has been made for the other components. 

Least Squares: It is used to approximately sol ve over determined systems, i.e. systems 
of equations in which there are more equations than unknowns. 

Graphical Method: Technique used to find graphically the breakeven point and 
highlight the cost-volume-profit relationships over a wide range of activity. The 
graphical method requires preparation of a break-even chart. 

Seasonal Variations: Seasonal Variation is a component of a time series which is 
defined as the repetitive and predictable movement around the trend line in one year 
or less. 
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UNIT 

8 

CORRELATION 

CONTENTS 

8.0 Aims and Objectives 

8.1 lntroduction 

8.2 Meaning and Definitions ofCorrelation 

8.3 Scope of Correlation Analysis 

8.4 Methods of Calculating Correlation 

8.5 Scatter Diagram 

8.6 Co-variance Method ·- The Karl Pearson 's Corre]ation Coefficient 

8.6.1 Properties of Coefficient of Correlation 

8.6.2 Merits and Limitations of Coefficient of Correlation 

8.7 Autocorrelation 

8.7. I Coefficient of Autocorrelation 

8.8 Practical Application ofCorrelation 

8.9 Pearman's Rank Correlation Method 

8.9.1 Rank Correlation when Ranks are Given 

8.9.2 Rank Correlation when Ranks are not Given 

8.9.3 Rank Correlation when Equal Ranks Given 

8.10 Correlation Coefficient Using Concurrent Deviation 

8.11 Types of Correlation 

8.1 I. I Positive or Negative Correlation 

8.11.2 Simple or M ultiple Correlation 

8.11.3 Partial or Total Correlation 

8.11.4 Linear and Non-linear Correlation 

8.12 Let us Sum up 

8.13 Unit End Activity 
8.14 Keywords 

8.15 Questions for Discussion 
8 .16 References 
8.17 Suggested Readings 

8.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Discuss the meaning and definitions of correlation

• Describe the scope and method of correlation analysis

























































• In bivariate distribution, we are interested in knowing whether there exists some
relationship between two characteristics or in other words, how far the two
variables, corresponding to two characteristics, tend to move together in same or
opposite directions i.e. how far they are associated.

8.13 UNIT END ACTIVITY 

Collect a random sample of 20 stones, for each stone measure its: 

(a) Maximum dimension

(b) Minimum dimension

(c) Weight

Does there appear any connection between a) and b), b) and c) or c) and a)? 

8.14 KEYWORDS 

Correlation: When the relationship is of a quantitative nature, the appropriate 
statistical tool for discovering and measuring the relationship and expressing it in a 
brief formula is k.nown as correlation. 

Correlation Analysis: Correlation analysis attempts to determine the 'degree of 
relationship' between variables. 

Correlation Coefficient: It is a numerical measure of the degree of association 
between two or more variables. 

Dots of the Diagram: Each pair of values (X;, Y;) is denoted by a point on the graph. 
The set of such points is also known as dots of the diagram. 

Scatter Diagram: Let the bivariate data be denoted by (X;, Y;), where i = 1, 2 ...... n. 
In order to have some idea about the extent of association between variables X and Y, 
each pair (X;, Y;), i = I, 2 ...... n, is plotted on a graph. The diagram, thus obtained, is 

called a Scatter Diagram. 

Spearman 's Rank Correlation: This is a crude method of computing correlation 
between two characteristics. In this method, various items are assigned ranks 
according to the two characteristics and a correlation is computed between these 
ranks. 

Univariate Distribution: Distributions, relating to a single characteristic, are known as 
univariate distribution. 

Exponential Trend: The general form of an exponential trend is Y = a.bt, where a and 
b are constants. 

Least Square Methods: This is one of the most popular methods of fitting a 
mathematical trend. The fitted trend is termed as the best in the sense that the sum of 
squares of deviations of observations, from it, is minimized. 

8.15 QUESTIONS FOR DISCUSSION 

1. Define correlation between two variables.

2. Distinguish between positive and negative correlation. Illustrate by using
diagrams.

3. Write down an expression for the Karl Pearson's coefficient of linear correlation.

Why is it termed as the coefficient of linear correlation? Explain.
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UNIT 

9 

REGRESSION ANALYSIS 

CONTENTS 

9.0 Aims and Objectives 

9.1 Introduction 

9.2 Meaning and Definition of Regression 

9.2.1 Simple Linear Regression 

9.3 Elements of a Regression Equation 

9.4 Applicability and Uses ofRegression Analysis 

9.5 Estimation of Regression Line 

9.5.1 Line of Regression of Y on X 

9.5 .2 Line of Regression of X on Y 

9.5.3 Regression Coefficient in a Bivariate Frequency Distribution 

9.5.4 Coefficiern ofDetermination 

9.5.5 Coefficient ofNon-determination 

9.5.6 Mean ofthe Estimated Values 

9.5.7 Mean and Variance of'e;' Values 

9.6 Multiple Regression 

9.7 Multiple Regression Equation with Three Variables 

9.8 Regression Equation in Terms of Correlation Coefficients 

9.9 Standard Error of Estimate 

9.10 Differences between Correlation Analysis and Regression Analysis 

9.l I Let us Sum up

9. I 2 Unit End Activity

9.13 Keywords 
9.14 Questions for Discussion 
9 .15 References 

9.16 Suggested Readings 

9.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Deftne the term regression

• Describe regression analysis

• Explain lines of regression

• Analyze the estirnation of regression l ine
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Busines, S1a1istirs 9.12 UNIT END ACTIVITY 

ln a city, held over t\vo days the fo!lowing perfonnance was recorded in the high _jurnp 
and long jump. Al 1 distances are in meres. 

Competitors A B C D E F G 

High Jump (x) 1,90 l.85 1.96 1.88 1.88 . ? !.92 

Long Jump (y) 6.22 6.24 6.50 6.36 6.32 6.44 ? 

What performance might have been expected from F in the high jump and G in the 
long jump if they had completed. 

9.13 KEYWORDS 

Regression: Regression is the measure of the average relationship benveen two or 
more variablcs in terms of the original units of the data. 

Regression Aualysis: Regression analysis is a brancl, of statistical theory which is 
widely used in all the scientific disciplines. lt is a basic teclmique for measuring or 
estimating the relationship among economic variables that constitute the essence of 
economic theory and economic life. 

Intrinsically Linear: Non-linear models that can be transforrned to yield linear modcls 
are called intrinsically l inear. 

Coejjicient oj Determination: lt is defined as the ratio of explained variance of the 
dependent variable to the total variance. It can be shown that this measure is equal to 
the square of the correlation coefficient. 

Coejjicient oj Alienation: It is square root of coefficient of non-determination. 

Variable: A variable is an alphabetic character representing a number, called the value 
of the variable, which is either arbitrary or not fully specified or unknown. 

Dependent Variable: The "dependent variable" represents the output or effect, or is 
tested to see if it is the effect. 

Independent Variable: The "independent variables" represent the inputs or causes, or 
are tested to see if they are the cause. 

Mu/tiple Regression: Multiple regression is an extension of simple linear regression. 
It is used when we want to predict the value of a variable based on the value of two or 
more other variables. The variable we want to predict is called the dependent variable 
(or sometimes, the outcome, target or criterion variable). 

Standard error oj estimate: Measure of the standard error of estimate x
1 

is the 

deviation of observed value x 1 from the estimated value .x
1 

.

9.14 QUESTIONS FOR DISCUSSION 

1. Define the term regression.

2. Distinguish bct\veen correlation and regression.

3. Discuss least square method of fitting regression.

4. What do you understand by linear regression?

5. Why there are two lines of regression?

6. Under what condition(s) can there be only one line?
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10.17.7 Index Review Frequency 

10.17.8 S&PCNXNifty 

l 0.17.9 Method of Computation

I 0.17.10 Base Date and Value 

10.17.11 Criteria for Selection of Constituent Srocks 

10.17.12 Replacement of Stock from the Index 

10.17.13 CNX Nifty Junior 

I 0.17.14 S&P CNX Defty 

10.17.15 Total Retums Index 

I 0.18 Problems in the Construction of Index Numbers 

I 0.19 Comparison of Laspeyres's and Paasche's Index Numbers 

10.20 Relation between Weighted Aggregative and Weighted Arithmetic Average of Price 
Relatives Index Numbers 

10.20. I Change in the Cost of Living due to Change in Price of an ltem 

I 0.21 Limitations of Index Numbers 

10 22 Let us Sum up 
10.23 Unit End Activity 
10.24 Keywords 
10.25 Questions for Discussion 
10.26 References 

10.27 Suggested Readings 

10.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Define the term index number

• Discuss the features and uses of an index number

• Understand notations and terminologies used in index numbers

• Establish relation between weighted aggregative and weighted arithmetic average
of price relatives index numbers

• Make comparison of Laspeyres' and Paasche's index numbers

• Tel1 about chain base index numbers

• Explain calcu lation of Inflation

• Discuss the concept of Stock Market Index

• Describe the problems in the construction of index numbers

10.1 INTRODUCTION 

An index number is a statistical measure used to campare the average leve] of 
magnitude of a group of distinct but related variables in two or more situations. 

Suppose that we want to campare the average price leve] of different items of food in 
1992 with what it was in 1990. Let the d ifferent items of food be wheat, rice, milk, 

eggs, ghee, sugar, pulses, etc. If the prices of all these items change in the same ratio 

and in the same direction; assume that prices of all the items have increased by 10% in 























































































(e) Marshall and Edgeworth Index P,'(' = f Mo + f r,q, xlOO
Po% + Po% 

(f) Walsh'slndex P,wa _ LPi� xl00OI 
-LP0✓%q1

( I K· LP1q g) Kel y's Index Pa 1 ' = � x 100
Li Poq 

• Real Wage = Money Wage x 100
CPI 

•

• 

0 C P . Output at Current Prices 0 utput at onstant nces = - ----- - -- x I 0
Price Index 

Purchasing Power of Money = 1 x 100
Price Index 

10.23 UNIT END ACTIVITY 

Taking 1983 as base year, calculate an index number of prices for 1990, for the 
fol lowing data given in appropriate units, using: 

I. Weighted arithmetic mean of price relatives by taking weights as the values of
current year quantities at base year prices, and

2. Weighted geometric mean of price relatives by taking weights as the values of
base year quantities at base year prices.

1983 1990 
Commodity 

Price Quantity Price Quantity 

A 82 63 160 56 

B 80 75 182 53 

C 105 92 185 64 

D 102 25 177 13 

E 102 63 175 54 

F 190 61 140 60 

10.24 KEYWORDS 

Barometers of Economic Activity: Sometimes index numbers are termed as 
barometers of economic activity. 

Base Year: The year from which comparisons are made is called the base year. It is 
commonly denoted by writing '0' as a subscript of the variable. 

Current Year: The year under consideration for which the comparisons are to be 
computed is called the current year. It is commonly denoted by writing '1' as a 
subscript of the variable. 
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UNIT 

11 

DIAGRAMMATIC AND GRAPHIC PRESENTATION 

OFDATA 

CONTENTS 

11.0 Aims and Objectives 

11.1 lntroduction 

11.2 Diagrams and Graphs 

l 1.3 Types of Diagrams

l l .3.1 One-dimensional Diagrams

11.3.2 Two-dimensional Diagrams 

11.3.3 Threc-dimensional Diagrams 

11.3.4 Pictograms and Ca1tograms 

I 1.4 Bar Diagram 

11.5 Line Diagram 

11.6 Histogram 

11.7 Pie Diagram 

11.8 Frequency Polygon 

11.9 Ogives 

I 1.10 Let us Sum up 

1 1.1 I Unit End Activity 

I I. 12 Keywords 

I 1.13 Questions for Discussion 

11.14 References 

11.15 SuggestedReadings 

11.0 AIMS AND OBJECTIVES 

After studying this lesson, you should be able to: 

• Define diagram and graph

• Describe the differences betwe1.�n diagram and graph

• Explain the types of diagram

11.1 INTRODUCTION 

Besides textual and tabular presentations of statistical data, the most attractive and 
commonly used popular modem device to exhibit any data in a systematic manner is 
to represent them with suitable and appropriate diagrams and pictures. The usual and 
effective means in this context are: graphs, charts, pictures, etc. and they are really and 























11.11 UNIT END ACTIVITY I 
• 

Show the following data of expenditure of an average working class family by a 

suitable diagram. 

Item ofExpenditure 

(i) Food

Percent of Total Expenditure 

65 

(ii) Clothing

(iii) Housing

(iv) Fuel and Lighting

(v) Miscellaneous

11.12 KEYWORDS 

10 

12 

5 

8 

Bar Graph: A graphical device for depicting data that have been summarized in a 

frequency distribution, relative frequency distribution or percent frequency 

distribution. 

Histogram: A graphical presentation of a frequency distribution, relative frequency 

distribution or percent frequency distribution of quantitative data constructed by 

placing the class intervals in the horizontal axis and the frequencies on the vertical 

ax1s. 

Relative Frequency Distribution: A tabular summary of data showing the fraction or 

proportion (relative frequency) of observations in the data set in each of several 

non-overlapping classes. 

Line Graph: We plot one or more variables against one variable. One variable against 

which other variables are plotted is taken along the X axis. It is commonly used to 

depict the trends in anytime series data. 

Ogives: Ogives are used to present cumulative frequency of a distribution in graphical 

format. 

11.13 QUESTIONS FOR DISCUSSION 

1. What is the difference between diagram and graphs?

2. Explain number of diagrams which can be used for presentation of data.

3. Discuss the importance of using frequency polygon.

4. What is ogives? Explain its two kinds.

5. The income of 12 workers on a particular day was recorded as given below.

Represent the data by a line diagram.

S.No.ofWorkers: 1 2 3 4 5 6 7 8 9 10 11 12

Income (in� : 25 35 30 45 50 55 40 50 60 55 40 35 

6. Represent the following data by a suitable diagram.

Years 1987 1988 1989 1990 1991 

C.F.A Enrolments 7300 9400 12100 14600 16700 
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