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2 ® Quantitative Method

1.1 INTRODUCTION

Quantitative techniques may be defined as those techniques which provide the decision makes a systematic
and powerful means of analysis, based on quantitative data. Quantitative techniques are rthose statistical
and operation research techniques which help in the decision making process especially concerning
business and industry. It is a scientific method employed for problem solving and decision making by
the management. With the help of quantirative techniques, the decision maker is able to explore policies
for attaining the predetermined objectives. In shert, quantitative techniques are inevitable in decision-
making process. Those techniques which provide the decision maker a systemic means of analysis based
on the quantirative data in formulating policies for achieving pre-derermined goals.

1.2 MEASURE OF CENTRAL TENDENCY

Measure of central tendency enables us to get an idea of entire data from a single value at which we
consider the entire data is concentrated. This single value could be used to represent the entire population.
Measure of central tendency also enables us to compare rwo or more sets of data, for example, average
sales figures for rwo months.

Common Measures of Central Tendency

There are three common measures of central tendency:

1. Mean: The average value
2. Median: The middle value

3. Mode: Most occurring value

Here, we discuss the definitions, concepts and methods of manual calculation. Grouping of discrete
dara is not necessary for computer calculations. We can directly use the discrete data and get faster as
well more accurate resules than by grouping of the data. When only grouped data is available, we need
to use formulae for grouped data.

1.3 MEAN

There are three types of mean:

1.  Arithmetic Mean (AM)
2.  Geometric Mean (GM)
3. Harmonic Mean (HM)

Arithmetic Mean

Arithmetic Mean is again of two types, ‘Simple Arithmetic Mean’ and “Weighted Arithmetic Mean'.
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the dara values are x x

PO

» Xy , x, and associated weights are W, W, W, ... W, then the weighted

arithmetic mean is:

Direct Method

CWixxXi+Waxx:+.... + W x X ZW;"""
Ho = Ho Wi+Wa+.... + W, - Zw:‘

Shortcut Method

g
"
N
3

"

Assumed weighted mean.

R,
"

(Aw— xi) Deviation of observadons from assumed mean.

Note: For calculations with M5 Excel, follow the steps given for grouped dara excepr in place of
class-mark, enter the observarion values and in place of frequencies use weights.

Usilizy of Weighted Mean
Some of the common applications where weighted mean is extu.utvely used are:

1. Construction of index numbers, for example, consumer Price Index, BSE sensex, etc., where different
weights are associated for different items or shares.

2. Comparison of results of the two companies when their sizes are different.
3. Computaton of standardized death and birth rates.
Example 5

The management of hotel has employed 2 managers, 5 cooks and 8 waiters. The monthly salaries of the
managers, the cooks and waiters are Rs. 3000, Rs. 1200 and Rs. 1000 respectively. Find the mean
salary of the employees. (Note: Although these salaries must be 10 1o 15 year old, we will take it only
to Jearn the principle.)

Solution
Here we need to calculate waited average of salary with salaries as weighus.

_Wlxx|+szxz+ ...... +Wax X, 2%x3000+5x1200+8x1000

A Wit Wit....+ W, - 2+5+8
=1333.33 Rs.
Geometric Mean (GM)
It is defined as n* root of the product of ‘N’ values of data. If x, x, ...... x  are values of data, then

Geomerric Mean,

GM =8x1X x2X 0.0 Xn
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Now raking log on both sides,

Zlog(x,)
log{GM)=+1———

n

If different values are not of equal importance and are assigned different weights say w, w, ..
then weighted Geomerric Mean is given by

Mo =1 x x2¥ % ... X xa"

Zwi log(x‘-)
Or, log(GM.) = ﬂT—

S
i=f

Geometric Mean is useful to find the average percentage increase in sales, production, popularion,
etc, It is the most representative average in the construction of index numbers.

Geometric mean is antilog of the mean of logarithms of observations. It is useful for graphical
representations when the range of the data is very large.

FExample 6

A person wkes hotne loan with floating interest, on reducing balance of 10 year term. The interest rates as
changed from year to year in percent are 5.5, 6.25, 7.5, 675, 8.25, 9.5, 10.5, 9, 8.25 and 7.5. Find the average
interest rate? Was it beneficial for him to ke fixed interest rare on reducible balance at 7.5% per annum?

Solution

Average interest rate can be found out using G.M. as follows. First, we find the index by dividing
percentage rate by 100 and then adding 1. Then we take G.M. of this index as average index. From this,
we can find out the average interest rate.

Average index (G.M.) = 1¥1.055%1.0625% 1.075x 1.0675x 1,0825% 1.09%% 1,105 1.0% 1.082% 1.075

=¥2.137 = 1.0789
Thus, Average Interest Rate = 7.89%

Hence it was beneficial for him to take fixed interest rate on reducible balance at 7.5% per anoum.

Harmonic Mean (HM)

It is defined as the reciprocal of the arithmetic mean of the reciprocals of the individual observations.
Thus, Harmonic Mean is,

n
HM = i ==

[1 1 1) 1
ettt — —
X Xz Xn =1 %
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1.4 MEDIAN (M) :

Median is the value, which divides the distribution of data, arranged in ascending or descending order,

into two equal parts. Thus, the ‘Median’ is a value of the middle observation.

Median for Ungrouped Data

When the series is arranged in order of size or magnitude, and if total number of observations are odd,

N +1

Median M, =(

o
J observation.

If the number of observations is even, then the median is the arithmetic mean of two middle observations.

th

NY , N .
— | observation+| —+1 | observation
Median M = 2 2
2

Example 9

Students of a class were divided in two groups and undergone tutorial training by different faculry
members. There scores in final examination are:

Group A: 80, 70, 50, 20, 30, 90, 10, 40, 60

Group B: 80, 70, 50, 20, 30, 90, 10, 40, 60, 100

Which group showed berter performance based on Median?
Solution
First we arrange the scores in ascending order.

Group A: 10, 20, 30, 40, 50, 60, 70, 80, 90

+ Number of observations is 9 (odd). Therefore,

ke
Median M, =(N+I) = Jal

=2""=5% observation = S0
2 2

Group B: 10, 20, 30, 40, 50, 60, 70, 80, 90, 100

Number of observations is 10 (even). Therefore,

IAY . N Y .
— | observation+| — +1 | observation
. 2 50+ 60
Median M, = z P

r4

55

Thus, group B has betrer performance on median.
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Now, N = 160

Or, N _ g0

0.
80 item lies in class 35-40.

Hence, pef=75,f=30,h=5and L = 35
Therefore, the Median is,

E“Pff ?"75
M=L+ xh = 35+ x5
d 7_ 3
= 35.83

1.5 MODE

The Mode of a data set is the value that occurs most frequenty. There are many situations in which
arithmetic mean and median fail to reveal the true characteristics of a data (most representative figure),

for example, most common size of shoes, most common size of garments etc. In such cases, mode is the
best-suited measure of the central tendency. There could be multiple model values, which occur wich
equal frequency. In some cases, the mode may be absent. For a grouped data, model class is defined as

the class with the maximum frequency. Then the mode is calculated as:

A

Mode _ L+A:+Asz
Where,
L _ Lower limit of modal class.
A, _ Difference berween frequency of the modal class and preceding class.
A, = Difference berween frequency of the modal class and succeeding class.

» _  Size of the modal class.

Example 11

In a computerized entrance test, 20 candidates appear on a particular day. Their scores are: 9, G, 12, 10,
13, 15, 16, 14, 14, 16, 17, 16, 24, 21, 22, 18, 19, 18, 20, 17. Find the mode of the dara.

Solution
Using manual calculations

Now the value 16 occurs 3 times which is maximum for any observation. Therefore,

Mode = 16

Example 2

In a computerized entrance test, 20 candidates appear on a particular day. Their scores are: 9, 6, 12, 10,
13, 15, 14, 14, 16, 17, 16, 24, 21, 22, 18, 19, 18, 20, 17, 8. Find the mode of the data.
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Solution

Using manual calculations
Now the values 14, 16, 17 and 18 occur 2 times which is maximum for any observation. Therefore,
Modes are 14, 16, 17 and 18 (this is a multimodal distribution).

Example 13

In a compurerized entrance test 20 candidates appear on a particular day. Their scores are: 9, 6, 12, 10,
13, 15, 14, 16, 24, 21, 22, 19, 18, 20, 17, 8, 11, 26, 2, 5. Find the medc of the data.

Solution

Now there is no value that occurs more than | time. Therefore, the data has no Mode.

Relationship among Mean, Median and Mode

A distribution in which the mean, the median, and the mode coincide is known as symmetrical (bell
shaped) distribution. Normal distribution is one such a symmetric distribution, which is very commonly
used.

If the distribution is skewed, the mean, the median and the mode are not equal. In a moderartely
skewed distriburion distance between the mean and the median is approximately one third of the
distance between the mean and the mode. This can be expressed as:

Mean — Median = (Mean — Mode) / 3
Mode = 3 * Median -~ 2 * Mean

Thus, if we know values of two central tendencies, the third value can be approximately determined
in any moderately skewed distribution. In any skewed distriburion, the median lies between the mean
and mode.

In case of right-skewed (positive-skewed) distribution which has a long right rail,
Mode <Median < Mean.
In case of lefi-skewed (negative-skewed) distribution which has along left tail,

Mean < Median < Mode

1.6 CORRELATION

Correlation is a degree of linear association berween two tandom variables. In these two variables, we do
not differenciace them as dependent and independent variables. It may be the case that one is the cause
and other is an effect i.e. independent and dependent variables respectively. On the other hand, both

may be dependent variables on a third variable. In some cases there may not be any cause-effect
relationship art all. Therefore, if we do net consider and study the underlying economic or physical
relationship, correlation may sometimes give absurd results. For example, take a cuse of plobal average
temperature and Indian population. Both are increasing over past 50 years bur obviously not related.

Correlation is an analysis of the degree to which two or mote variables fluctuate with reference to
each other. Correlation is expressed by a coefficicne ranging berween —1 and +1. Positive (+ve) sign
indicates movement of che variables in the same direction. For example, Variation of the fertilizers used
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on a farm and yield, observes a positive relationship within technological limits. Whereas negative {—ve)
coefficienc indicates movement of the variables in the opposite directions, i.e. when one variable decreases,
other increases. For example, Variation of price and demand of a commodity have inverse relationship.
Absence of correladon is indicated if the coefficient is close to zero. Value of the coefficient close to +1
denotes a very strong linear relationship.

The study of correlation helps managers in following ways:
I. To identify relationship of various factors and decision variables.

2. To estimate value of one variable for a given value of other if both are correlated. For example,
estimating sales for a given advertising and promotion expenditure.

3. To understand economic behaviour and market forces.
4,  To reduce uncerainty in decision-making to a large extent.

In business, correlation analysis often helps manager to take decisions by estimaring the effects of
changing the values of the decision variables like promotion, advertising, price, production processes,
on the objective parameters like costs, sales, market share, consumer satisfaction, competitive price. The
decision becomes more objective by removing subjectivity to certain extent. However, it must be
understood thac the correlation analysis only tells us about the two or more variables in a data fluctuate
together or not, It does not necessarily be due cause and effect relationship. To know if the fluctuations
in one of the variables indeed affect other or not, one has to be established with logical understanding
of the business environment.

Some of the correlations could be completely nonsense relacions like increase in jobs in I.T. and
reduction production of wheat over past 3 years in India, or share market bull run of 2004 to 2007 and
increase in suicides by farmers in India. There are many reasons to get such spurious correlations. Hence
before we use correlation analysis we must check few factors responsible for the apparent relationship.
Firstly, the tluctuation may be a chance coincidence. In this case we could look at the data over different
periods and also study if one factor affects the other through third factor that we have not considered.
Secondly, even when correlation exists the logical analysis may tell us that one variable is independent
and other dependent on it. For example, surface temperature of the Pacific Ocean (Al Niho) affects
monsoons in India but monsoons do not affect temperatures of the Pacific Ocean. Thirdly, in some cases
both variables under study may be fluctuating together due to a variation in the third variables. Thus
both variables under correlation analysis may be dependent variables and hence not murually correlated.
In such a case, manager can not vary one of them and expect other variable to vary. For example,
correlation in increase in share prices and stronger rupee against dollar may be due to increase in
Foreign Direct Investment (FDI). In this case expecting to control falling share prices through selling
dollars by the Reserve Bank is incorrect. To control these two variables we need to control FD1.  Further,
if the falling share prices are due to market sentiments or overheated market, controlling FDI may not
help. Thus, the manager needs to analyze the problem in business environment before he/she can apply
the correlation analysis in decision-making.

The correlaton can be studied as positive and negative, simple and multiple, partial and toral,
linear and non linear. Further the method to study the correlation is plotiing graphs on x-y axis or by
algebraic calculation of coefficient of correlation. Graphs are usually scatter diagrams or line diagrams.
The correlation coefficients have been defined in different ways, of these Karl Pearson’s correlation
coefficient; Spearman’s Rank correlation coefficient and coefficient of determination are more popular.
Drawing scatter diagram was discussed in chapter 3. Here we will discuss coefficients of correlation.
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data range. Using computers, we could analyze a non-linear correlation to a certain extent, with some
simplified assumption.

Practical Application of Correlation

The primary purpose of correlation is to establish an association between any two random variables.
The presence of association does nat imply causation, but the existence of causation certainly implies
association. Stacistical evidence can only establish the presence or absence of association berween variables.
Whether causation exists or not depends merely on reasoning. However, one must be on the guard
against spurious or nonsense correlation that may be observed berween totally unrelated variables before
regressicn analysis.

Correlation is also used in factor analysis wherein attemprs are made to resolve 2 | . ge set of
measured variables in terms of relacively few categories, known as factors. The results could be useful in
tollowing three ways:

1. To reveal the underlying or latent factors that determines the relationship between the observed
data.

2. To make evident relationship berween data that had been obscured before such analysis.

3. To provide a classification scheme when data scored on various rating scales have to be grouped
together.

Another major application of correlation is in forecasting with the help of time series models. In
past data one has 1o identify the trend, seasonality and random pattern in the data before an appropriate
forecasting mode! can be built.

1.7 LINEAR SIMPLE CORRELATION

Simple linear correlation is a stadistical tool applied in many business situations te find the degree to
which two variables vary linearly to one another. Although in many situations even if there are more
than two variables involved, two of them may be dominanc. In such a case, correlation analysis between
these two variables help us to measure the degree of associarion becween these two variables. For example,
demand of a particular product depends on number of factors. However, association of demand with
price may be dominant. Correlation analysis may also be necessary to eliminate a variable which shows
low or hardly any correlation with the variable of our interest. In statistics, there are number of measures
to describe degree of association berween variables. These are Karl Pearson’s Correlation Coefficient,
Spearman’s rank correlation coefficient, coefficient of determination, Yule’s coefficient of associatien,
coefficient of colligation, etc.

The Correlation Coefficient

The carrelation coefficient measures the degree of association berween two variables X and Y. Karl
Pearson’s formula for correlation coetficient is given as,

lZ(X—,?)(y &)
r=2 o (D
a
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1.8 REGRESSION

We need to have statistical model that will extract information from the given data to establish the
regression relationship between independent and dependent relationship. The model should capture

systematic behaviour of data. The non-systematic behaviour cannot be captured and called as errors.
The error is due to random component that cannot be predicted as well as the component not adequately
considered in statistical mndel. Good statistical model captures the entire systematic component leaving
only random errors.

In any model, we attempt to capture everything which is systematic in dara. Random errors
cannot be captured in any case. Assuming the random errors are "Normally distributed’ we can specify
the confidence level and interval of random errors. Thus, our estimates are more reliable.

If the variables in a bivariate distribution are correlated, the points in scatter diagram approximately
cluster around some curve. If the curve is straight line we call it as linear regression. Otherwise, it is
curvilinear regression. The equation of the curve which is closest to che observations is called che 'best

fit'.

The best fit is calculated as per Legender's principle of least sum squares of deviations of the
observed dawm points from the corresponding values on the 'best fit' curve, This is called s minimum
squared error criteria. [t may be noted that the deviation (error) ean be measured in X direction or Y
direction. Accordingly we will get two 'best fit' curves. If we measure deviation in Y direction, i.e. for a
given value of data point (x, y), then we measure corresponding y value on ‘beast fit’ curve and chen
take the value of deviation in y, we call it as regression of Y on X. In the other case, if we measure
deviations in X direction we call it as regression of X and Y.

Applicability of Regression Analysis

Regression analysis is onc of the most popular and commonly used statistical tools in business. With
availability of computer packages, it has simplified the use. However, one must be careful before using
this tool as it gives only mathematical measure based on available dara. It does not check whether the
cause effect relationship really exists and if it exists which is dependent and which is dependent variable.
Regression analysis helps in the following way:

1. It provides mathematical relationship between two or more variables. This mathemarical relationship
can then be used for furcher analysis and treatment of information using more complex techniques.

2. Since most of the business analysis and decisions are based on cause-cffect relationships, regression
analysis is highly valuble tool to provide mathematical model for this relationship.

3. Most wide use of regression analysis is of course estimation and forecast.

Regression analysis is also used in establishing the theories based on relationships of various
parameters. Some of the common examples are demand and supply, money supply and expenditure,
inflation and interest rates, promotion expenditure and sales, productivity and profitability, health
of workers and absenteeism, etc.

Simple Regression

This model is used if we have bivariate distribution i.¢c., only ewo variables are considered and the ‘best
fic' curve is approximated to a straight line. This describes the liner relationship between two variables.
Although it appears to be too simplistic, in many bnsiness sicuations, it is adequate. At least, initial
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1 ixi Z)‘}

_ '__—x‘L
And bﬂ:m"ijly) ng ’ n nz )]
x . xf
_l_zxz_ i=i
ne="' i'n

For finding regression equation of X on Y we follow similar procedure and get the regression line
equation as

(x-XF § (v-Y ... (10)
15 25 2
— Y xy, - x =
X.Y) n%
With bx}'___t':m«'fy2 ) _nia nn \zn .
’ 1 p2
= .2— i)
n f

Further, covariance of (X, 1) is,

cov(XY) = -l-i(x,. - X))y, +F)=—E2(x,-y,. -xY - Xy, -XY)

1=l

1 n _}Ex! i " - — —_—
= —Ex‘y -y & X & +XY=—Ex‘.y'—}’7(-XY+XY
n =l n n =l
12 ——
= —2zxy —XY . (12)
Hllf

Also, variance of X is,

var(X) = lii(xi Xy ='];£;(sz - 2xt.f+ "YI)
n= [

a __;:x‘- X . 1 » - =
= lExf—;urL+—EI=—}:;\-,F‘—2)i:"‘+)r“
=l 73 n =l yi=i
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Or, (}-1—;2)=1.53x(x—2—68'—5):(jv—16.625)=l.53><(x-3.3125)

Or, y=1.53x+11.557 {Ans)

1r Zy, 22
2. Now, g, =—3%y (=) =ﬁ—(l;—3)z =281.125-276.391=4.734
n'=

Therefore, o, =2.176

) 267 = 0.993 (Ans)

Hence, r=6,, x Ix =1.53x
Oy

Note: Since correlation coefficient r is close o 1, there is strong association. Hence the relation can be
deemed as reasonable valid. We can also find the significance of correlation coefficient with 7 test

as,

— (2=2) _ 4993 x20.738 =20.593
Va-r") _
t value as per table of degrees of freedom df = (n — 2) = 6 significance level 5% is, 1.943

Since the calculated value is greater than the value from the wable, association is significant. {In the
next section we will see how to estimate the goodness of regression line fic).

3. For number of units 13500, x = [3.5. The estimated cost of output is,

F=1.53x+11.557 =1.53 x13.5 +11.557 =32.212 (Ans)

1.9 INDEX NUMBER

Index numbers are statistical measures designed to show changes in a variable or group of related
variables with respect to rime, geographic location or other characteristics such as income, profession,
etc. Index Number is a number that expresses the relative change in price, quantity, or value compared
1o a base period. A collection of index numbers for different years, locations, etc., is sometimes called an

index series. [f the index number is used to measure the relative change in just one variable, such as
hourly wages in manufacturing, we refer to this as a simple index. It is the ratio of two values of the
variable and that ratio converted to a percentage. The following four examples will serve to illustrate the
use of index numbers.

Index numbers are meant to study the change in the effects of such factors which cannot be measured
directly. According to Bowley, “Index numbers are used to measure the changes in some quantity which
we cannor observe directly”. For example, changes in business activity in a country are not capable of
direct measurement but it is possible to study relative changes in business activity by studying the



Basic Quantitative Methods & 29

variations in the values of some such factors which affecr business activity, and which are capable of
direct measurement.

Index numbers are commeonly used sratistical device for measuring the combined fluctuations in a
group related variables. If we wish to compare the price level of consumer items today with that prevalent
ten years ago, we are not interested in comparing the prices of only one item, but in comparing some
sort of average price levels, We may wish to compare the present agricultural production or industrial
production with that at the time of independence. Here again, we have to consider all items of production
and each item may have undergone a different fractional increase (or even a decrease). How do we
obtain a compaosite measure? This composite measure is provided by index numbers which may be
defined as a device for combining the variations that have come in group of related variables over a
period of time, with a view to obtain a figure that represents the ‘net’ result of the change in the
constiture variables.

Index numbers may be classified in terms of the variables that they arc intended to measure. [n
business, different groups of variables tn the measurement of which index number techniques are
commonly used are {i) price, (ii) quantity, (iii) value and (iv) business activiry. Thus, we have index of
wholesale prices, index of consumer prices, index of industrial outpur, index of value of exports and
index of business activity, etc. Here we shall be mainly interested in index numbers of prices showing
changes with respect to tme, although methods described can be applied to other cases. In general, the
present level of prices is compared with the level of prices in the past. The present period is called the
current period and some period in the past is called the base period.

Simple Index Number:

A simple index number is a number that measures a relative change in a single variable with respect
to a base.

Compasise Index Number:

A composite index number is a number that measures an average relative changes in a group of
relative variables with respect to a base.

Types of Index Numbers:
Following types of index numbers are usually used:
Price mdex Numbers:

Price index numbers measure the relative changes in prices of a commaodities berween two periods.
Prices can be either retail or wholesale.

Quanrity Index Numbers:

These index numbers are considered to measuse changes in the physical quantity of goods produced,
consumed or sold of an item or a group of items.

Constructing an Index

value in period n

Index for any time period n = *100

value in base period
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1.10 SUMMARY

Measures of the central tendency give one of the very important characteristics of the data. According to

the situation, one of the various measures of central tendency may be chosen as the mosr represencative.
Arithmetic mean is widely used and understood. What characrerizes the three measures of centraliry,
and what are the relative merits of each in the given situation, is the question. Mean summarizes all the
information in the data. Mean can be visualized as a single point where all the mass (the weighr) of the
observations is concentrated. It is ltke a centre of gravity in physics. Mean also has some desirable
mathematical properties that make it useful in the conrext of statistical inference. Median is the middle
value when the data is arranged in order. The median is resistant to the extreme observations. Median is
like the geometric centre in physics. In case we want to guard against the influence of a few outlying

observations (called outliers), we may use the medizn. The mode tells our data set's most frequently
occurring value.

A scatter plot of the variables may suggest that the two variables are related but the value of the Pearson
correlation coefficient r quantifies this association. The correlation coefficient r may assume values between

-1 and 1. Regression provides us a measure of the relationship and also facilicates to predict one variable
for a value of other variable. Thus, unlike correlation analysis, in regression analysis, one vanable is
independent and other dependent. Please note that this relationship need noc be a cause-effect
relationship. A scatter plot helps us in getting rough idea about regression. For regression analysis we
need to specify independent and dependent variables clearly. In case of correlation we are only interested
in finding whether the relationship exists. Hence the measuring error is only to establish confidence in
our analysis. However, in regression out analysis itself is based on the concept of minimizing the errors.
Index numbers are statistical measures designed to show changes in a vartable or group of related
variables with respect to time, geographic location or other characteristics such as income, profession,

etc. A collection of index numbers for different years, locations, etc.. is sometimes called an index series,

If the index number is used to measure the relative change in just one variable, such as hourly wages in
manufacturing, we refer to this as a simple index,

1.11 KEYWORDS

Arithmeric Mean (AM) Central tendency
Composite Index Number Correlation

Correlation coefficient Geometric Mean (GM)
Harmeonic Mean (HM) Index numbers

Linear and nonlinear correlation Mean

Median Mode

Positive or negative cortelation
Price index Numbers

Partial or toral correlation
Practical application of correlation
Regression

Quantiry Index Numbers
Simple Index Number
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Simple linear correlation

Simple or multiple correlations
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1.12 REVIEW OUESTIONS

What is measure of Central Tendency?

—

What are the common measures of central tendency?
Define mean, median and mode.

What are the three types of mean?

What is the relationship among Mean, Median and Mode?
What is correlation?

Discuss about positive or negative correlation.

What is simple or multiple correlations?

Write short note on partial or total correlation, linear and nonlinear correlation.

0. Discuss the practical application of correlation.

oo}
—

What is regression?

—
(8]

Explain the applicability of regression analysis.

What is an index number? What does it measure?

[
- W

Define price index number?

)
AN

Define quantity index number?

._,
™

Compute mean, median, mode quartiles and 90th percentile for dara given below:
22 21 37 33 28 42 56 33 32 59
40 47 29 65 45 48 55 43 42 40
37 39 56 54 38 49 60 37 28 27
32 33 47 36 35 42 43 55 53 48
29 30 32 37 43 54 55 47 38 &2

17. Compute mean, median, mode, quartiles and 90th percentile for the grouped data of age (years)
of employees given below:

Class Interval 20-30 30-40 40-50 50-60 60-70

Frequency 7 16 15 9 3
18, Calculate arithmetic mean and mode from the following:
Monthly salary Rs. 400-600 £00-800 800-1000 1000-1200 | 1200-1400
‘Number of workers 4 10 12 6 2 )

19, For the following data find the missing frequency. It is given that mean is 15.38.

Class ' 9-11 11-13 13-15 1517 17-19 19-21
Frequency 3 7 12 20 ? 5
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30. Compute the index number for the years 2001, 2002, 2003 and 2004, taking 2000 as base year,
from the following dara:

Answers to Check Your Progress

Check Your Progress 1
Geomertric Mean
Harmonic Mean

Median

Mode

N U B =

Correlation

Check Your Progress 2
1. Simple Regression

2. Error variance

3. Index Number

4.  Simple index number
5

Price
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2.1 INTRODUCTION

Usual manager is torced te make decistons when there is uncerminty as to what will happen after the
decisions are made. In this situation the mathematical theory of probability furnishes a tool chat can be
of great help to the decision maker. A probability function is a rule that assigns probabilities to each
element of a set of events that may occur. Probability distribution can either discrete or continuous. A
discrete probabiliry distribution is sometimes called a probability mass function and a continuous one
is called a probability density function.

2.2 CONCEPT OF PROBABILITY

The concept of probability originated from the analysis of the games of chance in the 17th century.
Now the subject has been developed to the extent thar it is vety difficult to imagine a discipline, be it
from social or natural sciences that can do without it. The theory of probability is a study of Statistical
or Random Expetiments. It is the backbone of Statistical Inference and Decision Theory that arc essential

tools of the analysis of most of the modern business and economic problems.

Often, in our day-to-day lifc, we hear sentences like ‘it may rain today’, ‘Mr. X has fifty-fifi
chances of passing the examination’, ‘India may win the forthcoming cricket match against Sri Lanka),

‘the chances of making profits by investing in shares of company A are very bright', etc. Each of the
above sentences involves an element of uncertainty.

A phenomenon or an experiment which can result into more than one possible outcome is called a
random phenomenon or random experiment or seatistical experiment. Although, we may be aware of all
the possible outcomes of a random experiment, it is not possible to predetermine the outcome associated

with a particular experimenation or trial.

Consider, for example, the toss of a coin. The result of a toss can be a head or a tail; therefore, ic is
a random experiment. Here we know that either a head or a tail would occur as a result of the toss,
however, it is not possible to predetermine the outcome. With the use of probability theory, it is
possible to assign a quantitative measure, to express the extent of uncertainty, associated with the

occurrence of each possible outcome of a random experiment.

Addition Theorem

A compound event is any event combining two or more simple events.

The notation for addition rule is: A4 or B) = Plevent A occurs or event B occurs or they both occur).

When finding the probability that event A occurs or event B occurs, find the total numbers of ways
A can occurs and the number of ways B can occuss, but find the total in such a way that no outcome is
counted more than once.

General addition rule is:

P(AUB)=P(A)+ P(B)- P(ANB) Q

Proof: From the Venn diagram, we can write 4
B
A7 ANB

Venn Diagram

AUB=AU(ANB) or P(AU B)= P AU (AN B)]
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If A, Band C are mutually exclusive, then equation (1) can be written as

P(AUBUC)=P(A)+ P(B)+P(C) e (3)
IfA, A, ... A are n events of a sample space S, the respective equations (1), (2) and (3) can be
modified as

P(AUA, .. U4)=EP(4)-Z2P(4NA)+ZZEP(4 N4, N4)

+H-1 PANAN N4 (i 2k ec) . (8)
P(4U4U ..UA4)=1-P(AN AN ..N4) e {5)
P(AU4U .. UA,)=‘§P(A,.) eee (6)

(if the events are mutually exclusive)

4.  The probability of occutrence of at Jeast two of the three events can be written as:

Pl(aNBU(BNCY (AN @) =P(R By P(B C) A¥ ©) 3P(4ANBNC)+P(A) K C)

=P(ANB)+P(BNC)+P(ANC)-2P(ANBNC)

5. The probability of occurrence of exactly two of the three events can be writren as:
P[(ANBNCT)U(ANBNC)U(AN BN C)]=P[(AN BYJ (BN CYJ (4N C)] -P(ANBNC)

(using corollary 2)

=P(AN B)+ P(BNC)+ P(ANC)-3P(ANBNC) (using corollary 4)

6. The probability of occurrence of exactly one of the three events can be written as:
P[(ANBNCYU(ANBNE)U(ANBNC)] = Plat least one of cthe three events occur)
— Plat least two of the three events occur).
= P{4)+ P(B)+ P(C)-2P{4NB)-3P(BNC)-2P(4NC)+3P(4NBNC).

Example 2.1: In a group of 1,000 persons, there are 650 who can speak Hindi, 400 can speak English
and 150 can spaak both Hindi and English. If a person is selected at random, what is the probability
that he speaks (i) Hindi only, (ii) English only, (iii) only one of the two languages, {iv) at least one of the
two languages?

Solution: Let A denote the event that a person selected at random speaks Hindi and B denotes the event
that he speaks English.

Thus, we have a(4) = 650, n(B) = 400, n(ANB)=150 and n(S) = 1000,
where n(A), n(B), etc. denote the number of persons belonging to the respective event.

(i) The probability that a person selected at random speaks Hindi only, is given by
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n(4) n(ANB) 650 150 1
n(S)  n(S) 1000 1000 2

P(4NE)=

(ii) The probability that a person selected at random speaks English only, is given by

—~m_7(8) n(ANB) 400 150 1
P(ans)= a(S)  »(S) 1000 1000 4

(iii) The probability that a person selected at random speaks only one of the languages, is given by
P[(AﬂE)U(EﬂB)]= P(A)+P(B)-2P(ANB) (see corollary 2)

_n(A)+n(B)-2n(ANB) _650+400-300 3
n(S) 1000 4

(iv) The probability that a person selected at random speaks at least one of the languages, is given by
650+400-150 9
1000 10

Alternative Method: The above probabilities can easily be computed by the following nine-square
table:

P(AUB)=

B B Towl
A [ 150 | 500 | 650

A | 250 [ 100 | 350
Total| 400 | 600 | 1000

From the above table, we can write

= 500 1
i PlAB)l=——=—
O PANB)=00=3
.. — 250 1
PlAMNB)=——=—-
(W PANB)= T r=1
= - 500+250 3
(iii) P[(AHB)U(AH;B):I=W=Z
150+500+250 9
iv) P(AUB)=—"—"T—F"T""=—
() ( U ) 1000 10
This can, alternatively, be written as P(AUB):I—P(EH E):l—ﬂz 2
! 1000 10

Multiplication or Compound Probability Theorem

A compound event is the result of the simultaneous occurrence of two or more evenes. For convenience,
we assume that there are two evencs; however, the results can be easily generalized. The probability of
the compound event would depend upon whether the events are independent or not. Thus, we shall

discuss two theorems; {a) Conditional Probabilisy Theoremn, and (b) Multiplicative Theoremn for Independent

Evenss,


http:B)=l-p(A:nS)=l-1.00
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Thus, P(A,M,):"(_A‘n_“‘z)zizl.
n(4) 12 2
(b) Here we have to find P(A4/4,).
The second black ball can be drawn in the following two murtually exclusive ways:

(1)  First ball is white and second is biack or
(1)) both the balls are black.

B B Total
A 6| 6|12
A 2 R I
Total 8 (12120

The required probabilities can be directy written from the above mble.

2.3 BAYES THEOREM OR INVERSE PROBABILITY RULE

The probabiiities assigned to various events on the basis of the conditions of the experiment or by actual

experimentation or past experience or on the basis of personal judgement are called prior probabilities.
One may like to revise these probabilities in the light of certain additional or new information. This can
be done with the help of Bayes Theorem, which is based on the concept of conditional probability. The

revised probabilities, thus obrained, are known as posterior or inverse probabilities. Using this theorem it
is possible to revise various business decisions in the light of additional information.

Bayes' Theorem

If an event D can occur only in combination with any of the n mutually exclusive and exhaustive events
. - A_and if, in an actual observation, D is found 10 have occurred, then the probability that it
was preceded by a particular evenr A, is given by

P(A,,/D)z "P(Ai,)‘P(D/Ak)

ZP(A,.).P(D/A,,)

Proof: Since A, A, ...... A_are n exhaustive events, therefore,

Since D is another event that can occur in combination with any of the mutually exclusive and
exhaustive events AI, A, ... A, we can write








http:0.lxO.08
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2.4 RANDOM VARIABLES

Given any random variable, corresponding to a sample space, it is possible to associate probabilities to
each of its possible values. For example, in the toss of 3 coins, assuming that they are unbiased, the

probabilities of various values of the random variable X, can be written as:

p(x:o):%, p(x:1)=%, P(X=2)=%and P(X=3)=%_

The set of all possible values of the random variable X alongwith their respective probabilities is
termed as Probability Distribution of X. The probability distribution of X, defined in example 1 above,

can be written in a abular form as given below:

X : 0 1 2 3 Total
i 3 3 1
X 2 2 2wk
s ( ) 8 8 8 8

Note that the total probability is equal to unity.
In general, the set of n possible values of a random variable X; i.c., {X, X, ..o X} along with their

respective probabilities p(X)), p(X)), ...... p(X), where ip()(i):l , is called a probability distribution
of X. The expression p(X) is called the probability function of X.

Discrete and Continuous Probability Distributions

Like any other variable, a random variable X can be discrete or continuous. If X can take only finite or
countably infinite set of values, it is termed as a discrete random variable. On the other hand, if X can
take an uncounumable set of infinite values, it is called a continuous random variable.

The random variable defined in example 1 is a discrete random variable. However, if X denotes the
measurement of heights of persons or the time interval of arrival of a specified number of calls at a
telephone desk, etc., it would be termed as a continuous random variable.

The distribution of a discrete random variable is called the Discrete Probability Distribution and
the corresponding probability function p(X) is called a Probability Mass Function. In order that any
discrete function p(X) may serve as probability function of a discrete random variable X, the following
conditions must be satisfied :

(i) pX)20vyi=12, ... n and

@ $p00)-

[n a simifar way, the distribution of a continuous random variable is called a Continuous Probability
Distribution and the corresponding probability function p(X) is termed as the Probability Density Function.
The conditions for any function of a continuous variable to serve as a probability density function are :

(i) p(X) > 0 vy real values of X, and

W [ p(x)ax=1
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If X is a random variable that can take values, say 0, 1, 2, ...... , then
F(1) = P(X = 0) + P(X =1), F(2) = P(X = 0) + P(X =1) +P(X = 2), etc.

Similarly, if X is a continuous random variable, the distribution function or cumulative probability
density function is given by

F(x)=P(X <x)=]" p(x)ax

2.5 MEAN AND VARIANCE OF ARANDOM VARIABLE

The mean and variance of a random variable can be computed in a manner similar to cthe computation
of mean and variance of the variable of a frequency distribution.

Mean

If X is a discrete random variable which can take values X, X2 e X, with respecrive probabilities as
P(Xl)’ pOX), e P(Xn)’ then its mean, also known as the Mathematical Expectation or Expected Value
of X, is given by:

E(X) = X,p(X,) + X,p(X) + e + X p(X,) = 2 X, 2(X))

1=t

The mean of a randoem variable or its probability distribution is often denoted by 4, i.c., E(X) = p

i,

Remarks: The mean of a frequency distriburion can be written as X,-% + Xz--N + X L

...... Ve
which is identical to the expression for expected value.
Variance

The concepr of variance of a random variable or its probability distribution is also similar to the concept
of the variance of a frequency distribution.

The variance of a frequency distribution is given by

1 = o P
o' = —Zfi(X‘—X)z =Z(X,— X] f" = Mean of (X. —X)2 values.
N N i
The expression for variance of a probability distribution with mean p can be written in a similar
way, as given below :
¢’ = E(X'P)2 =, Z(X,—N)Z P(X,], where X is a discrete random variable.
=l

Remarks: 1f X is a continuous random variable with probability densicy function p(X), then

E(X):j: X. p( X)X

o' =E(X -p) =] (X -p).pX)dX
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Moments

The rth moment of a disctete random variable about its mean is defined as:

"

n, = E(X -p) = 2(X, ) p(X,)

r=1
Similarly, the rth moment about any arbitrary value A, can be wrirten as

ol

= E(X =AY = 5(X, - 4 px)

1=t

The expressions for the central and the raw moments, when X is a continuous random variable, can
be written as

W= E(X —p) =] (X -p) p(X)dx

and y; = E(X - 4) =j (X - A) .p(X)dX respectively.

»
—a

2.6 EXPECTED VALUE

Theorem 1
Expected value of a constant is the constant itself, i.e., E(b) = b, where b is a constant.

Proof

The given situation can be regarded as a probabilicy distribution in which the random variable takes a

value b with probability | and takes some other real value, say a, with probabilicy O.

Thus, we can write E(b) =bx 1 +ax 0 =b

Theorem 2
E(aX) = aE(X), where X is a random variable and a is constant.
Proof

For a discrete random variable X with probability function p(X), we have :

E(@X) = aX,.p(X)) + aX,.p(X,) + ...... + aX . p(X)

=a§,\’,.p(x,)=a£(x)

Combining the results of theorems 1 and 2, we can write
E(@X + b) =aEX) + b

Remarks: Using the above result, we can write an alternative expression for the variance of X, as
given below :
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ot = E(X - p) = BOCE - 2uX + o)
= EQC) - 2uE(X) + p? = EXF) - 217 + !
= EQC) - @2 = E{X?) - [E(XX))?
= Mean of Squares - Square of the Mean
We note that the above expression is identical to the expression for the variance of a frequency
distribution.
Theorems on Variance
Theorem 1
The vartance of a constant is zero.
Proof
Let b be the given constant. We can write the expression for the variance of b as:
Var(b} = E[b - E(b)]* = E[b - b]|= 0.
Theorem 2
Var(X + b} = Var{X).
Proof
We can write Var(X + b) = E[X + b - E(X « b})? = E[X + b - E{X) - b]®
= E[X - E(X)]* = Var(X)
Similarly, it can be shown that Var(X - b) = Var(X)
Remarks: The above theorem shows that variance is independent of change of origin.
Theorem 3
Var{aX) = a*Var(X)
Proof
We can write Var(aX) = E[aX - EaX)}]? = E{aX - aEX)]?
= a’E[X - E(X))? = a*Var(X).
Combining the results of theorems 2 and 3, we can write
Var(aX + b) = a?Var(X).
This result shows that the variance is independent of change origin but not of change of scale.
Remarks:

1.  On the basis of the theorems on expectation and variance, we can say thar if X is a random
variable, then its linear combination, 2X + b, is also a random variable with mean aEQQ + b and
Variance equal to a?Var(X).

2. The above theorems can also be proved for a contnucus random variable.
Example 2.8

Compute mean and variance of the probability distributions of fo]lowing conditions.



Probability Distributions m 51

X 01 2E

(i) I ERERS
P()a 8|8 8
Solution

From the above distribution, we can write

E(X)zﬂx%+lx%+2x%+3x%=1.5

To find variance of X, we write
Var(X) = E(X?) - [EQOF, where E{X*)=3 X°p(X)

Now, E(XZ):Ox-:;+lx—g~+4x%+ 9)(—;—:3‘

Thus, Var(X) = 3 - (1.5} = 0.75

X 2 3 4 5 6 7 8 9 10 11 12| Tom
i L 22 45 6 5 4 3 2 1
P13 36 36 36 36 36 36 36 36 36 36

Solution

E(X):Zx—!—+3 xi+4xi+5xi+6xi+7x£
36 36 36 36 36 36

+8x—§-+9xi+10>¢—3—+11X—z-+12xi=£=7
36 36 36 36 36 36
1 2 3 4 5 6
E(X)=4Xx—+9x—+16X— 425X — + 36X —+49 x —
Further, £(X7)=4x 20 36 36 36 36 36
+64xi+81x—4—+,100xi+121xi+l44x—1~=%=54.8
36 36 36 36 6 36

Thus, Var(X} = 54.8 - 49 = 5.8

X 11213
4 1127 4

(iii) P X) | o | o 0
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2. Expecced Value with Perfect Information (EVPI)
Exampie 2.11: The payofts (in Rs) of three Acts A,, A, and A, and the possible states of nature S, S, and
S, are given below :

Acs —

A, A,
States of Nature 4 J
S =20 =50 280
5, 200 100 -50
S, 400 608 300

The probabilities of the states of nacure are 0.3, 0.4 and 0.3 respectively. Determine the optimal

act using the Bayesian Criterion.

Solution:
Computation of Expected Monetary Value

S S, S,

PS)| 03 04 03 EMV
A |-20 200 400 |-20x%0.3+200x0.4+400x0.3=194
A |-50 —108 G600 | —50x0.3-100%x0.4+600x0.3=125
A, 1200 -50 300 200x0.3-50x0.4+300x0.3=130

From the above table, we find thac the act A, is optimal.
The problem can alternatively be atrempted by finding minimum EOL, as shown below:

Computation of Expected Opportunity Loss

B o " Sx |

P(S)[ 03 04 03 E®L

A 1220 0 200)|220x0.3+0x%0.4+200x0.3=126
A, 1250 300 0 |250%x03+300x04+0x03=195
A | 0 250 300[0x03+250%0.4+308%03=190

This indicates that the optimal act is again A,.

2.7 EXPECTED VALUE WITH PERFECT INFORMATION (EVPI)

The expected valve with perfect information is the amount of profit foregone due to uncertain condicions
affecting the selection of a course of action.

Given the perfecr information, a decisien maker is supposed o know which particular state of
nature will be in effect. Thus, the procedure for the selection of an aptimal course of action, for the
decision problem given in example 2.11, will be as fellows:

If the decision maker is cestain that the state of nature S, will be in effect, he would select the course
of action A having maximum pavoff equal to Rs 200.
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(i) EOL of buying type ] Souvenir =0 x 0.6 +850 x 0.4 =340
EOL of buying type II Souvenir = 400 x 0.6 + 400 x 0.4 =400.
EQL of buying type 111 Souvenir =900 x 0.6 +0 x 0.4 =540.

Since the EQOL of buying Type I Souvenir is minimum, the optimal decision is to buy Type I
Souvenir. ‘

(iii} Cost of uncertainty = EQL of optimal action = Rs. 340

Binomial Distribution

Binomial distribution is a theoretical probability distribution which was given by James Bernoulli. This
distribution is applicable to situations with the following characteristics:

1. An experiment consists of a finite number of repeated trials.

2. Each trial has only two possible, murally exclusive, outcomes which are termed as a ‘success’ or a
‘failure’.

3. The probability of a success, denoted by p, is known and remains constant from trial to trial. The
probability of a failure, denoted by g, is equal to 1 — .

4.  Different trials are independent, i.e., outcome of any trial or sequence of trials has no effect on the
outcome of the subsequent trials.

The sequence of trials under the above assumptions is also termed as Bernoulli Trials.
Probabilicy Function or Probability Mass Function

Let # be rhe towal number of repeated trials, p be the probabilicy of a success in a trial and ¢ be the
probability of its failure so that g = 1 — p.

Let r be a random variable which denotes the number of successes in n trials. The possible values of
rare 0, 1, 2, ...... 7. We are interested in finding the probabilicy of r successes out of n trials, 1e., Xr).

To find this probabilicy, we assume that the first r trials are successes and remaining 7 - 7 trials are
failures. Since different trials are assumed to be independent, the probability of this sequence is

PP 4G g
J f ——— LE p'q.

* T (a~r) mmas
Since out of n trials any 7 erials can be success, the number of sequences showing any r trials as

success and remaining (7 — 7) trials as failure is "C,, where the probability of r successes in each trial is
P'q~". Hence, the required probability is P(r)="C, p'¢"", where r = 0, 1, 2, ...... n.

Writing this distribution in a tabular form, we have

r 0 1 2 .. n Total
Pr) "CuPuq” "G p qu “CZPZ‘F"_J ------ "C..P"‘fn 1

It should be noted here that the probabilities obmined for various values of  are the terms in the
binomial expansion of (¢ + p)" and thus, the distribution is trermed as Binomial Distriburion.
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Or the standard deviation = \ﬁ:p_q

2 . N .
Remarks: ©” = npg =mean x g, which shows that g7 < peun, since 0 < g <1.

The values of 4y, u,, B and B,

Proceeding as above, we can obrain
py=E(r—np) =npq (4~ p)

p, =E(r—np) =3n’p’q"+ npg (1~ 6pq )

2 g2 2qz At —_ay
Mio Bt TE }(Jqlp) _(g-»p)
Hy np'g npq

The above result shows that the distribution is symmetrical when

p=qg= %, negatively skewed if g4 < p, and positively skewed if g > p

_u, 3n'pq +npg(l-6pg) . (1-6pq)
=== 7 2 32 =3+
I, n’p'q npq

The above result shows that the distribution is leprokurtic if 6pg < 1, platykurtic
if 6pg » 1 and mesokurtic if 6pg = 1,

Mode: Mode is that value of the random variable for which probability is maximum.
If r is mode of a binomial distribution, then we have

Pr-DsPH2Pr+ 1)

Consider the inequalitcy Xr) > Pr+ 1)

or ncrprqn—r 2" ,,,]F{Hqﬂ_r_l

t
r_R-r H. rel _mer-|

A" e (m-r)”

] 1
or (n+r)'q2(r+l)'p ofr gr+g2np—pr

Solving the zbove inequality for 7, we get
r2(n+l)p-—l e (1)
Similarly, on solving the inequality Xr - 1) < Pr) for r, we can get

rS(nH)p v (20
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Combining inequalities (1) and (2), we get
(n+l)p-1sr<{n+l)p

Case I: When (n + 1)p is not an integer

When (7 + 1)p is not an integer, then (7 + 1) p — 1 is also nor an integer. Therefore, mode will be an
integer between (7 + 1)p — 1 and (» + 1)}p or mode will be an integral part of (7 + 1)p.

Case II: When (n + 1)p is an integer

When (7 + 1)p is an integer, the distribution will be bimodal and the two modal values would be (7 +
1Dp—1and (m + 1)p.

Example 2,13: An unbiased die is tossed three times. Find the probability of obeaining (a) no six, (b)

one six, (c) at least one six, {d} two sixes and (e} three sixes.

Solution: The three tosses of a die can be taken as three repeated trials which are independent. Let the
ocaurrence of six be termed as a success. Therefore, r will denote the number of six obtained. Further, n

= 3 and P"'%.

(a) Probability of obtaining no six, e,

0 3
p(r :0):3C0p0q3 =1_[1] [E) :&5.

6).6) 216
N 2
P(r=1)=3C,p’ 2=3.(1)[§] =2
(b) P(r=1)="Cpgq sl\s) “m
(c) Drobability of gering at | = 1= P 0) ===
<) Probability of getting at least one six = 1 — Pr = 0) 216 216

—ay=3~ 21 _af1 2(5]_5

=7)= =3([2]|(2]|==
@ Pr=2)=lcyly =3(1)(2)=2

3

=3 =3 30 = [_1.] =l
(&) Pr=3)="Cp'y’ =3{1] =L
Example 2.14: Assuming that it is true that 2 in 10 industrial accidents are due to fatigue, find the
probability that:

(a) Exactly 2 of 8 industrial accidents will be due to fatigue.
(b) At least 2 of the 8 industrial accidents will be due to farigue.
Solution: Eight industrial accidents can be regarded as Bernoulli trials each with probabiltty of success

Z-1 The random variable r denotes the number of accidents due to fatigue.

P 10 5
@) P(r=2) =%{%T&]ﬁ =o.2§4

(b) We have to find Pr > 2}). We can write
Plr > 2) = 1 - X0} — P(1), thus, we first find A0) and P(1).
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174y
We have P(0)=8C0[g) [EJ =0.168
) 1,87
and P(1)=”C](%) (%J =0.336

Ar22)=1-0.168 - 0.336 = 0.496

Check Your Progress 1
Fill in the blanks:

1. A phenomenon or an experiment which can result into more than one possible outcome is called

2. The occurrence or non-occurrence of a phenomenon is called an ................

3. When a random variable is expressed in monetary units, its expected value is often termed as

2.8 POISSON

This distribution was derived by a noted mathematician, Simon D. Poissca, in 1837. He derived this

distribution as a limiting case of binomial distribution, when the number of trials n tends to become
very large and the probability of success in a trial p tends 1o become very small such that their product
np remains a constant. This distribution s used as a model to describe the probability distribution of a
random variable defined over a unit of time, length or space. For example, the number of telephone calls
received per hour at a telephone exchange, the number of accidents in a ciry per week, the number of
defects per meter of cloth, the number of insurance claims per year, the number breakdowns of machines
at a factory per day, the number of arrivals of customers at a shop per hour, the number of ryping errors

per page etc.

Poisson Process

Let us assume that on an average 3 telephone calls are received per 10 minutes at a telephone exchange
desk and we want to find the probability of receiving a telephone call in the next 10 minutes. In an
effoet to apply binomial distribution, we can divide the interval of 10 minutes into 10 intervals of 1
minute each so that the probabiliry of receiving a telephone call (i.e., a success) in each minute (i.e.,
trial) becomes 3/10 (note that p = m/n, where m denotes mean), Thus, there are 10 trials which are
independent, each with probability of success = 3/10. However, the main difficulry with this formulation
is that, strictly speaking, chese trials are not Bernoulli trials. One essential requirement of such trials,
that each trial must result into one of the two possible outcomes, is violated here. In the above example,
a trial, i.e. an interval of one minute, may result into 0, 1, 2, ...... successes depending upon whether
the exchange desk receives none, one, two, ...... telephone calls respectively.

One possible way out is to divide the time interval of 10 minutes into a large number of small
infervals so that the probabiliry of receiving two or more telephone calls in an interval becomes almost
zero. This is illustrated by the following table which shows that the probabilities of receiving two calls
decreases sharply as the number of intervals are increased, keeping the average number of calls, 3 calls in
10 minutes in our example, as constant.
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Here ¢ is a constant with value = 2.71828... . Note that Poisson distribution is 2 discrete probabilicy
distribution with single parameter m.

r _m[ m om o J
=" [ 14+ —+—+—+ .,
12t 3

Summary Measures of Poisson Distribution

(a) Mean: The mean of a Poisson variate r is defined as

@ _ ,- . ot r i 4
—m m ; m m
E(r)'—'moi é] r ])T [m+m +E+T+ :|

2 3
=me""|:l+m +0_+ M4 ....:|=me""e’" =m
2! 3!

(b) Variance: The variance of a Poisson variate is defined as

Var(r) = Er — m)? = E(P) — m?

Now E(r?) = Z g[ -1)+r 1P () Z[rr 1)]A( ]+ZrP

—Z[rr 1] L im= e‘”z( +m

ol 2 s o mt oA
=m+e m+m4+—+—+ ..
21 3

2 _-m m2 m3 2
=m+me"|l+m+—+—+ ... |=m+tm
21 3

!
Thus, Var(r) = m + rrt = m? = i | /
Also standard deviation g =+/m -

{¢) The values of B,, B,, B, and B,
It can be shown that gy=mand p,= m + 3m’.

. ﬂ :#—:=m—=—
. 1 #; m] m
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Since m is a positive quanticy, therefore, B, is always positive and hence the Poisson distribution

is always positively skewed. We note that B, — 0 as m — o, therefore the distribution tends to

become more and more symmetrical for large values of m.

My m+3m’ 1
Further, & —;;‘— e =3“';_’3 asm —=®  This result shows that the distriburion
2

becomes normal for large values of m.

{(d) Mode: As in binomial distribution, a Poisson variate » will be mode if
P(r-1)<P(r)zP(r+1)

The inequality P{r—1)<P(r) can be written as

—~nt r-1 -m T

eg".m e .m m
= = 1£€— = r<m (1)
(r-1)! r! r

Similarly, the inequality P(r)2 P(r+1) can be shown to imply that
r 2- pr—1 e (2)
Combining (1} and (2), we can write m-1<r<m.

Case I: When »1 is not an integer

The integral part of m will be mode.

Case I1: When »7 is an integer

The distribution is bimodal with values »r and m — 1.

Example 2.15; The average number of customer arrivals per minute at a super bazaar is 2. Find the
probability that during one particular minute (i) exactly 3 customers will arrive, (ii} at the most two
customers will arrive, (iii) at least one customer will arrive.

Solution: 1t is given that m = 2. Let the number of arrivals per minute be denoted by the random
variable r. The required probabilicy is given by

e*2' 0.13534x8

() P(r=3)= 5 - =0.18045
L et2 4
iy Plre2)=32 =g 1+2+- [=0.13534x5=0.6767.
prll 2
-2 a0
(iii) P(rZI)zl-P(r:O)zl—eo'!z =1-0.13534 = 0.86464.

Example 2.16: An executive makes, on an average, 5 telephone calls per hour at a cost which may be
taken as Rs 2 per call. Determine the probability that in any hour the telephone calls' cost (i} exceeds
Rs 6, (i) remains less than Rs 10.
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Solurion: The number of telephone calls per hour is a random variable with mean = 5. The required
probability is given by

3 e-ilsr
i) P(r>3)=1-P(r<3)=1-) -
rad} ’

=1-¢* I:l +5 +%+%] =1-0.00678 x 23?6 =0.7349.

-5 ¢r r
S5 25 125 625
- =e5[1+5+_+—+—] =0.00678x%=0.44324.

4
w  Plrddls
Gy P(r=9) Z' 276 24

2.9 HYPERGEOMETRIC DISTRIBUTION

The binomial distribution is not applicable when the probability of a success p does not remain constant
from trial to trial. In such a situation the probabilities of the various values of r are obtained by the use
of Hypergeometsic distribucion.

Lec there be a finite population of size N, where each item can be classified as either a success or a
failure. Let there be £ successes in the population. If a random sample of size n is taken from this

e )

population, then the probability of » successes is given by P(r) = . Here r is a discrete

random variable which can rake values 0, 1, 2, ...... n Also n < k.

It can be shown that the mean of ris np and its variance is

(N—n\n _k 4
'N'__'IJ-P‘?,whereP N D g=1-p.

Example 2.17: A retailer has 10 identical television sets of a company out which £ are defective. If 3
televisions are selected at random, construct the probability distribution of the number of defective
tetevision sets.

Solution: Let the random variable r denote the number of defective televisions. In terms of notations, we
can witte N =10, # = 4 and n = 3.

e T,
Thus, we can write P(’)=Ts, r=0,1,2,3
3
The distribution of 7 is hypergeometric. This distribution can also be written in a tabular form as
given below :

y o Lt 2 3 | Teml
1

P(r) 2 E J

= = 1
3030 30 30
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Binomial Approximation to Hypergeometric Distribution

In sampling problems, where sample size n (total number of trials) is less than 5% of population size ¥,
i.e., n < 0.05A, the use of binomial distribution will also give satisfactory results. The reason for this is
that the smaller the sample size relative to population size, the greater will be the validity of the
requirements of independent trials and the constancy of p.

2.10 NORMAL DISTRIBUTION

The normal probability distribution occupies a place of central importance in Medern Statistical Theory.
This distribution was first observed as the normal law of errors by the sratisticians of the eighteenth
century. They found that each observation X involves an error term which is affected by a large number of
smali but independent chance factors. This implies that an observed value of X is the sum of its true value
and the ner effect of a large number of independent errors which may be positive or negative each with
equal probability. The observed distribution of such a random variable was found to be in close conformiry
with a continuous curve, which was termed as the normal curve of errors or simply the normal curve.

Since Gauss used this curve to describe the theory of accidental errors of measurements invelved in
the calculation of orbits of heavenly bodies, it is also called as Gaussian curve.

Conditions of Normality

In osder that the distribution of a random variable X is normal, the factors affecting its observations
must satisfy the following conditions: \

(i) A large number of chance factors: The factors, affecting the observations of a random variable,
should be numerous and equally probable so that the occurrence or non-occurrence of any one of
them is not predictable.

(i) Condition of homogeneity: The factors must be similar over the relevant population although,
their incidence may vary from observation to observation.

(it}) Condition of independence: The factors, affecting observations, must ace independently of each
other.

(iv) Condition of symmesry: Various factors operate in such a way that the deviations of observations
‘above and below mean are balanced with regard to their magnitude as well as their number.

-
o

‘Random variables observed in many phenomena related to economics, business and other social as
well as physical sciences are often found to be distributed normally. For example, observations relating
to the life of an electrical component, weight of packages, height of persons, income of the inhabisants
of certain area, diameter of wire, etc., are affected by a large number of factors and hence, tend to follow
a pattern that is very similar to the normal curve. In addition to this, when the number of observations
become large, a number of probability distributions like Binomial, Poisson, etc., can also be approximared
by this distribution.

Probability Density Function

If X is a continuous random variable, distributed normally with mean m and standard deviatien o,
then its p.d.f. is given by
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1 -_l[m"

[+

_p(X)=UJE.€2 © where —0 <« X <o,

Here 7 and o are absolute constants with values 3.14159.... and 2.71828.... respectively.

It may be noted here thac this distribution is completely known if the values of mean m and
standard deviation o are known. Thus, the distribution has two parameters, viz. mean and standard
deviation.

Shape of Normal Probability Curve

For given values of the parameters, m and s, the shape of the curve corresponding to normal probability
density function p(X) is as shown in Figure. 2.1

p(X)

O M X

Normal Probability Curve

It should be noted here that although we seldom encounter variables that have a range from - w0 to
w0, as shown by the normal curve, nevertheless the curves generated by the relative frequency histograms
of various variables closely resembles the shape of normal curve.

Properties of Normal Probability Curve

A normal probability curve or normal curve has the following properties :

1. It is a bell shaped symmetrical curve about the ordinate at X = p. The ordinate is maximum at
X=n.

2. It is unimodal curve and its tails extend infinitely in both directions, i.e., the curve is asymprotic
to X axis in both directions.

3.  All the three measures of central tendency coincide, i.e.,
mean = median = mode

4. The total area under the curve gives the total probability of the random variable raking values
berween - to oo. Mathematically, it can be shown that

. ESh
P(~m<X<m)=J‘_wp(X)dX=LO—!—e}l o) ux =1,

o2



66 ® Cuantitative Method

10.

11.

12,

13.

14.

Since median = 7z, the ordinate ar X = p divides the area under the normal curve into owo equal

parts, i.e,
JLp(X)ax=[" p(x)dx=0.5

The value of p(X) is always non-negative for all values of X, i.e., the whole curve lies above X axis.
The points of inflexion {the point at which curvature changes) of the curve are at X= ¢ = .

The quartiles are equidistant from median, ie., M, - Q, = Q, - M,, by virtue of symmerry. Also
Q = U= 067450, Q, = U + 0.6745 0, quartile deviation = ¢ 0.6745 and mean deviation =

0.8 o , approximately.
Since the distribution is symmetrical, all odd ordered central moments are zero.

The successive even ordered central moments are related according to the following recurrence
formula

Hy, = 2n- o,  for =1, 2,3, ..
The value of moment coefficient of skewness fi, is zero.

4

The coefficient of kurtosis 4, =£;— = 3—0;- =3.
H, o
Note that the above expression makes use of property 10,
Additive or reproductive property
IF X, X\ .. X ate n independent normal variates with means p, p,,...... . and variances

2 z 3 + . - . . -
61,95, g, respectively, then their linear combination 2 X, + 24X, + ...... +aX is also a

n L]
. . - . 2 2
normal variare with mean Z‘a.i#a and variance Za‘ a, .

i=l i=i

In particular, if 4, = 4, = ...... =a, =1, we have ZX, is a normal variate with mean Zﬂ,- and

. ] . . . .
variance ZO} . Thus the sum of independent normal variates is also a normal variate.

Area property: The area under the normal curve is distributed by its standard deviation in the
following manner :





http:I~(----95.44
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Solution:

(@) On locating the value of z corresponding to an entry of area 0.4495 in the table of areas under the
normal curve, we have z = 1.64. We note that the same situation may correspond to a negative
value of z. Thus, z can be 1.64 or — 1.64.

(b) Since the area between —© to 2 < 0.5, z will be negative. Further, the area between 2 and 0 =
0.5000 - 0.1401 = 0.3599. On locating the value of z corresponding to this entry in the tble, we
get z = —1.08.

(c) Since the area between —© to z > 0.5000, 2z will be positive. Fursther, cthe area between 0 to z =
0.6103 - 0.5000 = 0.1103. On locating the value of z corresponding to this entry in the table, we
get z = 0.28.

(d) Since the area between —1,65 and 2z < the area between —1.65 and 0 (which, from table, is
0.4505), z is negative. Further z can be to the right or to the left of the value —1.65. Thus, when
z lies to the right of ~1.65, its value, corresponds to an area (0.4505 — 0.0173) = 0.4332, is given
by z = —1.5 (from table). Further, when z lies to the left of — 1.65, its value, corresponds to an arca
(0.4505 + 0.0173) = 0.4678, is given by z = —1.85 (from table).

(e) Since the area between —0.5 to z > area between —0.5 to 0 ( which, from table, is 0.1915), z is
positive. The value of z, located corresponding to an area (0.5376 — 0.1915) = 0.3461, is given by
1.02.

2.11 JOINT PROBABILITY DISTRIBUTION

When two or more random variables X and Y are studied simultaneously on a sample space, we get a
joint probability distribution. Consider the experiment of throwing two unbiased dice. [f X denotes the

number on the first and Y denotes the number on the second die, then X and Y are random variables
having a joint probability distribution. When the number of random variables is two, it is called a bi-

variate probability distribution and if the number of random variables become more than twe, the
distribution is termed as a multivariate probability distribution.

Let the random variable X take values X, X,, ...... X, and Y wke values Y, Y, ...... Y. Fursther, let
p be the joint probabiliry that X rakes the va]ue X and Y takes the value Y, lc P[X X and Y = Y

p. i=1tomandj=1 ton). This hi-variare probabﬂlty distribution can be written in a tabular form
as fé)llows

Marginal
Y % o . XY, Probabilities
e of X
Pu P asr  men Pl,, P
X2 Pn Pm - o P2 Plz
.X'm pml pmz Do L pmn Pm
Marginal .

Probabilitics | Py Py <« .. Py 1

of Y
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Expectation of a Function of Random Variables

Let F(X,Y) be a function of two random variables X and Y. Then we can write

E[o(x.7)]=3 Y o(%. %)z,

=l =1
Expression for Covariance

As a particular case, assume that ¢(X,-,Y}) =(X, —P,\-](Y} —].l-r), where E(X)=pn, and E(¥})=p,
Thus, E[(X —n )Y ‘F‘r)]=§§(xs ”l‘x)(yf "u.«)p,_-,-

The above expression, which is the mean of the product of deviations of values from their respective
means, is known as the Covariance of X and Y denoted as Cov(X, Y) or 8. Thus, we can write

va(X,Y)=E[(X —llx)(y_“r)]
An alternative expression of Cov(X, Y)
Col X,Y)= E[{X - EQO}{Y - E(Y)} ]
=E[ XY - E(V)} - E(X){Y - E(V)} ]

= E[X.Y— X.E(Y)]= E(XY)» E(X).E(Y) -
Note that E{{Y — E(Y)}] = 0, the sum of deviations of values from their arithmetic mean.

Remarks:

1. IfX and Y are independent random variables, the right hand side of the above equarion will be
zero. Thus, covariance between independent variables is always equal 1o zero,

2. COV@a+bX,c+dY)=bd COV(X, Y)
3. COV(X, X) = VARX)
Mean and Variance of a Linear Combination

Let Z=9(X,Y)=aX+ bY be a lincar combination of the two random variables X and Y, then using

the theorem of addition of expactation, we can  wnite
Wy, = E(Z)=E(aX +bY) =aE(X) +bE(Y) =ap, +bp

Further, the variance of Z is given by

o) = E[Z - E(Z) = E[aX+ bY - au y— | = E[a(X —p, } +6(Y -, ) T
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=dE(X-n, Y+ EE(Y-p, )+ 2a6E(X-p ) (¥-u,)

3 2 2
= a'ch + b'ol + 2abo

Remarks:
1. The above results indicate that any funcrion of random variables is also a random variable.
2. IfXand Y arc independent, then a,, =0, . o} =z'cy+ b'c;

3. IfZ=aX - bY, then we can write 65 = 2’0y + !J‘G; - 2abs |, . However, 67 = a’c’ + bloy, if X
and Y are tndependent.
4. The above resulrs can be generalised. If X, X,, .. . X are k independent random variables with

. -3 .
means W, H,, ... b, and variances o’ 0%, ... .o} respectively, then

E(X £X,2 . £X,)=pn2p,+ .ty

and ‘./'m'()(t tX,f .. tX,])=0l+0+ ..+0}
Notes:
1. The general result on expectation of the sum or difference will hold even if the random variables

are nort independent.
2. The above result can also be proved for continuous random variables.
Example 2,22

A random variable X has the following probability distribution :
X -2 =1
Probability é p

(i) Find the value of p.
(ii) Calculate E(X + 2) and E(2X* + 3X + 5),

Solution

Since the total probability under a probability discribution is equal to unicy, the value of p should be

1 1 1
4 pt—tpt—=1,
such that . P A p 5

This condition gives p=—

24

1 5 1 5 1
EX)==-2~-=-1.—4+0—-+1.—+2.—=0
Further, {X) p Y y A e
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E(Xz)zti.l+l,i+0.l+1.i+4.l=Z,
6 24 4 4 6 3
FX+2)=EX)+2=0+2=2
and EQX 43X +5)= 2E(X 1)+ 3E(X)+ 5= 2.%+ 0+ 5=8.5

Example 2.23

A dealer of ceiling fans has estimated the following probability distribution of the price of a ceiling fan
in the next summer season:

Price(P)  : 800 825 850 875 900
Probabiliy(p) : 015 025 030 020 0.10

If the demand (x) of his ceiling fans follows a linear relation x = 6000 - 4P, find expected demand of
fans and expected total revenue of the dealer.

Solution

Since P is a random variable, therefore, x = 6000 - 4P, is also a random vartable. Further, Total Revenue
TR = Bx = 6000 - 4P? is also a random variable.

From the given probability distribution, we have

E(P) = 800 x 0.15 + 825 x 0.25 + 850 x 0.30 + 875 x 0.20 + 900 x 0.10
= Rs 846.25 and
E(P) = (800F x 0.15 + (825)% x 0.25 + (850)* x 0.30 + (875) x 0.20
+ {900)? x 0.10 = 717031.25
Thus, E(X) = 6000 - 4E(P) = 6000 - 4 x 846.25 = 2615 fans.
And  E(TR) = 6000E(P) - 4E(P*)
= 6000 x 846.25 - 4 x 717031.25 = Rs 22,09,375.00
Example 2,24

A person applies for equity shares of Rs 10 each to be issued at a premium of Rs 6 per share; Rs 8 per
share being payable along with the application and che balance at the time of allotment. The issuing
company may issue 50 or 100 shares to those who apply for 200 shares, the probability of issuing 50
shares being 0.4 and that of issuing 100 shares is 0.6. In either case, che probability of an application
being selected for allotment of any shares is 0.2 The allorment usually cakes three months and the
market price per share is expected to be Rs 25 at the time of allorment. Find the expected rate of return
of the person per month.

Selution

Ler A be the event that the application of the person is considered for allotment, B, be the event that he
is allotred 50 shares and B, be the event that he is allotted 100 shares. Further, let R, denote the rate of
return (per month) when 50 shares are allotted, R, be the rate of return when 100 shares are allotted
and R = R, + R, be the combined rate of return.


http:22,09,375.00
http:71703l.25
http:71703l.25
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We are given that P(A) = 0.2, P(B,/A) = 0.4 and P(B,/A) = 0.6.
(a) “When 50 shares are allotted

The return on investment in 3 months = (25 - 16)50 = 450

Monthly rate of return =4—;O =150

The probabiliry that he is allotted 50 shares = P{A B )= (A).P(5, 1A)=0.2%0.4=0.08

Thus, the random variable R, takes a value 150 with probability 0.08 and it takes a value 0 with
probability 1 - 0.08 = 0.92

E(RI) =150 x 0.08 + 0 = §12.00
(b} “When 100 shares are allotred

The return on investment in 3 months = (25 - 16).100 = 900

. Monthly rate of return =% =300

The probability that he is allotted 100 shares = P{A(B,)= P(A).P(B,/ A)=02x%0.6=0.12

Thus, the random variable R, takes a value 300 with probabilicy 0.12 and it takes a value 0 with
probability 1 - 0.12 = 0.88

E(R,) = 300 x 0.12 + 0 = 36
Hence, E(R) = E(R, + R)) = E(R;} + E(R2) = 12 + 36 = 48
Example 2,25
What is the mathematical expectation of the sum of points on n unbiased dice?
Selution

Let X, denote the number obtained on the i th die. Therefore, the sum of points on n dice is 5 = X| +

)(1 F o + X, and
E(S) = E(XI) + E(XI) - + E(X).

Furcher, the number oa the i th die, i.e., X, follows the following distribution :

X 1 2 3 4 5 6

1 1T 1 1 1 1
X - 2 - 2
AX) e S 5 6 6 6

E(X,]=%(1+1+3+ 445+ 6)=% (i=1,2 .. 0

Tl’lUS. E(S]:%-{*%-l— +-Z* (n timcs): —75’1


http:p(AnB2)=p(A).P(B2IA)=0.2xO.6=0.12
http:p(AnB,)=p(A).P(BJA)=0.2x0.4=0.08
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Example 2.26

If X and Y are two independent random variables with means 50 and 120 and variances 10 and 12
respectively, find the mean and variance of Z = 4X + 3Y.

Solution
E(Z) = E(4X + 3Y) = 4E(X) + 3E(Y) =4 x 50 + 3 x 120 = 560

Since X and Y are independent, we can write

Var(Z) = Var(4X + 3Y) = 16Var(X) + 9Var(Y) = 16 x 10 + 9 x 12 = 268
Example 2.27

It costs Rs 600 tw test a machine. If a defective machine is installed, it costs Rs 12,000 o repair the
damage rtesulting to the machine. Is it more profirable to install the machine without resting if it is
known that 3% of all the machines produced are defective? Show by calcularions.

Solution

Here X is a random variable which takes a value 12,000 with probability 0.03 and a value 0 with
probability 0.97.

E(X) = 12000 x 0.03 + 0 x 0.97 = Rs 360.

Since E(X) is less than Rs 600, the cost of testing the machine, hence, it is more profitable to install
the machine without tesung.

Check Your Progress 2
Fill in the blanks:

Lo is used as a model to describe the probabilicy distribution of a randem variable
defined over a unir of time, length or space.

2. The number of occurrences in an mreerval is ..................... of the number of occurrences in
another interval .
3. Normal distriburion was first observed as the .......................0 by the sratisticians of the

eighteenth cenrury.

2.12 SUMMARY

The concepr of probability originated from the analysis of the games of chance in the 17th century. It
is the backbone of Staristical Inference and Decision Theory that are essential tools of the analysis of

most of the modern business and economic problems.

A phenomenon or an experiment which can result into more than one possible outcome is called a

random phenomenon or random experiment or statistical experiment. If n is the number of equally
likely, mutually exclusive and exhaustive outcomes of a random experiment out’of which m outcomes
are favorable to the occurrence of an event A, then the probability that A occurs, denoted by P (4).
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Distribution pm.f./pdf. |Rangeof RV. |Parameters
{i) Binomial “Cpq 0,1,2,..n nand p
A N-k
it H l‘- Cr Cn—r
(t) Hyper - (_)_E__) 0,1,2,.n | nN andk
geometric (G,
| -m 7
(iii) Poisson ¢ "" 0,),2,... m
r!
(iv) Exponential | me ™ O<t<wm m
1 J{ﬁe}
(v) Normal e @ ~wo<X<o | yando
avan
1 -3
(vi) S.Nomal =—=e ! - <z <o Oand 1
\ J2ar

2.13 KEYWORDS

® Binomial Distribution °

Random Variable
®  Poisson distribution ® Normal Distribution
®  Expected value ® Hypergeometric distriburion

° Functions

2.14 REVIEW QUESTIONS

Section A (2 or 3 Marks Questions)
1. What is probabilicy?

Write down the concepr of addition theorem.

What are the parameters of a binomial distribution?

State the conditions under which binomial probabilicy model is appropriate.
What is a ‘Poisson Process?

Write some business and economic situations where Poisson probabilicy model is appropriate.

An unbiased coin is tossed 5 times. Find the probability of getting (i) two heads, (ii) at least two
heads.

8. Assume that the probability thar a bomb dropped from an aeroplane will strike a target is 1/5. If
six bombs are dropped. find the probability thart (i) exacdy two will strike the targer, (ii) at least
wwo will strike the rarget.

9.  Write short notes on:
(a) Fitting of Binomial Distribution
(b) Poisson Distribution

(c) Normal Distribuction
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10,

12.

13.

I5.

17.

In an army batalion 60% of the soldiers are known to be married and remaining unmarried. If
p(r) denotes the probability of getting r married soldiers from 5 soldiers, calculate p{(0), p(1), p(2),
p(3), pl4) and p{5). If there are 500 rows each consisting of 5 soldiers, approximately how many
rows are expected to contain

(i) All married soldiers, (i) all unmarried soldiers?

A local politician claims that the assessed value of houses, for house tax purposes by the Municipal
Corporation of Delhi, is not correct in 90% of the cases. Assuming this claim to be true, what is
the probability that out of a sample of 4 houses selected at random (i) ar least one will be found to
be correctly assessed {ii) at least one will be found to be wrongly assessed?

The administrator of a large airport is interested in the number of aircraft departure delays that are
attributable to inadequate control facilities. A random sample of 10 aircraft take off is to be
thoroughly investigated. If the true proportion of such delays in all departures is 0.40, what is the
probability that 4 of the sample departures are delayed because of contral inadequacies? Also find
mean, variance and mode of the mndom variable.

Fit a binomial distribution to the following data :

x: 0 1 2 3 4

£ 28 62 46 10 4

Five coins were tossed 100 times and the outcomes are recorded as given below.
Compute the expected frequencies.

No. af heads ; 0 1 2 3 4 5
Observed frequency - 2 10 24 38 18 8
A company manufactures barteries and guarantees them for a life of 24 months.

(i) If the average life has been found in tests to be 33 months with a standard deviation of 4
months, how many batteries will have to be replaced under guarantee if the life of the
batteries follows a normal distribution?

(i) If annual sales are 10,000 batteries at a profit of Rs 50 each and each replacement costs the
company Rs 100, find the net profic.

(iii) Would it be worth ts while o extend the guarantee to 27 months if the sales were o be
increased by this extra offer to 12,000 bareries?

{a) From the past experience, a committee for admission to certain course consisting of 200
seats, has estimated that 5% of those granted admission do not turn up. If 208 letters of
intimation of admission are issued, what is the probability thar seat is available for all those
who turn up? Use normal approximation to the binomial.

(b} The number of customer arrivals at a bank is a Poisson process with average of 6 customers
per 10 minutes. (a) What is the probability that the next customer will arrive within 3
minutes? (b) What is the probability that the time until the next customer arrives will be
from 2 to 3 minutes? (¢} What is the probability thar the next customer will arrive after more
than 4 minutes?

The marks obrained in a cerrain examination follow normal distribution with mean 45 and standard
deviation 10. If 1,000 students appeared at the examination, calculate the number of students

scoring (i) less than 40 marks, (i) more than 60 marks and (iii) between 40 and 50 marks.



Probability Distributions = 83

Answers to Check Your Progress

Check Your Progress 1
1. A random phenomenon or random experiment or statistical experiment.
2. Evenc

3. Expected monetary value

Check Your Progress 2
1. Poisson distribution
2. Independent

3. Normal law of errors

2.15 REFERENCES AND FURTHER READING

e Qakshott, L. (2021). Essential quantitative methods: For business, management, and finance (6th ed.).
Macmillan. ISBN: 9781137610890.

e Bell, M. L. (2020). Research methods and quantitative techniques (2nd ed.). Routledge. ISBN:
9781138473876.
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3.1 INTRODUCTION

The most important task in carrying out a survey is to select the sample. Sample selection is undertaken
for practical impossibility to survey the population. By applying rationality in selection of samples, we
generalize the findings of our research, There are different types of sampling, which you would study in
this lesson,

A theoretical probability distribution is constructed on the basis of the specification of the conditions
of a random experiment. In contrast to this, if the construction of the probability distribution is based
upon the random experiment of obtaining a sample from a population, the resulting diseribusion is
termed as a sampling distribution.

As we know that the main aim of obraining a sample from a population is to draw certain conclusions
abour it, The process of drawing such conclusions, known as ‘Statistical Inference’, is based upon the
rules or the framework provided by various sampling distributions.

Meaning of Sampling Distribution

A sampling distribution is the probability distribution, under repeated sampling of the population, of
a given statistic (numerical quantity calculated from the dara values in a sample). Involves items selected
at random from a population and used to test hypotheses abour the population sampling is an important
tool for determining the characteristics of a population. We usually don't know the population’s paramerters
(mean, standard deviation, etc.), but often want reliable estimates of them. Ensuring random
(representanive) sampling free of bias and sampling errots is important. An imporrane rule to remember
is: No randomization, no generalization.

Population and Samples

A populadion is any entire collection of people, animals, plants or things from which we may collect
dara. It is the entire group we are interested in, which we wish to describe or draw conclusions about,
A large population may be impractical and costly to study; collecting data from every member of the
populartion is not possible. A sample is more manageable and easier to study. A sample is a part of the
population of interest, a sub-collection selected from a population. In order to make any generalizations
about a population, a sample, that is meant to be representative of the population, is often studied. For
each population there are many possible samples. A sample statistic gives information about a
correspanding population parameter. For example, the sample mean for a set of data would give information
about the everall population mean. It is important that the population is carefully and completely
defined before collecting the sample.

Example 3.1: The population for a study of infant health might be all children boin in the India in the
1980%s. The sample might be all babies born on 10 June in any of the years.

Afrer collecting and organizing the data, a summary is made such as average values. Hopefully valid
conclusions can be made on the whole population based on the sample data. Therefore it is important
that the sample data collected be representarive of the population. Otherwise conclusions may be
invalid. Conclusions are only as reliable as the sampling process, and informatien can change from
sample to sample.
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Distinction between population and sample

A population or a universe is the towlity of the units under the field of investigation, These units are
also called items or objects or individuals or sampling units, which may be animates or inanimate.
According to Simpson and Kafka, "A universe or a population may be defined as an aggregate of items
possessing a common trait or traits.” The term ‘population’, in contrast to its common meaning, has a
wider meaning in statistics. According to G. Kalton, "In statistical usage, the term population does not
necessarily refer to people but Is a technical term used to describe the complete group of persons or
objects for which the results are to apply.” For example, if we want to study the marks obrained by
students of B. Com. of a university, the population will be all the B. Com. Students of that university.
Furcher, if we wish to determine average yield of wheat per acre in a particular year, the population will
be all those acres of land which were under wheat crop in that year. In the words of Norma Gilbert, "A
population consists of all the individuals or objects in a well defined group about which information is
needed to answer a question.”

Parameters and Statistics

Parameters

Parameter is a value, usually unknown (and which therefore has to be estimated), used to represent a
cermin population characteristic. For example, the population mean is a parameter that is often used to
indicate the average value of a quantity. Within a population, a parameter is a fixed value which does not
vary. Each sample drawn from the population has its own value of any statistic that is used to estimare
this parameter. For example, the mean of the data in a sample is used to give information about the
overall mean in the population from which that sample was drawn. Parameters are often assigned Greek
letters (e.g. ©), whereas statistics are assigned Roman letters (e.g. o).

Statistic

A statistic is a quantity thar is calculated from a sample of dara. k is used ro give information about
unknown values in the corresponding population. For example, the avetage of the dara in a sample is
used ro give informarion about the overall average in the populadon from which that sample was drawn.

It is possible to draw more than one sample from the same population and the value of a statistic
will in general vary from sample to sample. For example, the average value in a sample is a statistic. The
average values in more than one sample, drawn from the same population, will not necessarily be equal.
Statistics are often assigned Roman letters (e.g. 7 and s), whereas the equivalent unknown values in the
population (parameters) are assigned Greek lewers (e.g. p and o).

3.2 TYPES OF SAMPLING

Sampling is divided into two types:

®  Probability sampling: In probability sample, every unit in the population has equal chances for
being selected as a sample unit.

®  Non-probability sampling: In non-probability sampling, units in the population have unequal or
zero chances for being selected as a sample unit.
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each strata is selected. The result might be used to plan different promotional activities for each store
strara.

Suppose a researcher wishes to study the retail sale of producr such as rea in a universe of 1000
grocery stores (Kirana shops included). The researcher will first divide this universe into say 3 strata
based on store size. This bench mark for size could be only one of the following (a) Floor space (b} Sales
volumes (¢) Variery displayed etc.

Table 3.2: Strata based on store size

Stores size No. of stores Percentage of stores
Large stores 2000 20
Medium stores 3000 - 30
Small stores 5000 50
Total 10,000 100

Suppose we need 12 stores, and then choose 4 from each strata. Choose 4 stores at random. If there
was no stratification, simple random sampling from the population would be expected to choose 2 large
stores (20 percent of 12) about 4 medium stores (30 percent of 12) and about 6 small stores (50
percent of 12).

As can be seen, each store can be studied separately using stratified sample.
Stratified sampling can be carried outr with

1. Same proportion across strata called proportionate stratified sample

2. Varying proportion across suata called disproportionate stratified sample.

Example 3.5:
Table 3.3: Strata based on stores size
Stores size No. of storas Sampie Sample
{Popuiation) Proportionate Disproportionate
Large 2000 20 25
Medium 3000 30 a5
Small 5000 50 40
Total 10,000 100 100

Estimation of universe mean with a stratified sample

Example 3.6:
Table 3.4: Strata based on stores size
Stores size Sample Mean Sales per store No. of stores Percent of stores
Large 200 2000 20
Medium 80 3000 30
Smak 40 5000 50
Total 10,000 100
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ny=x v, =220 000
N 10000
= 40.
ny=Tox N =20 000
N 10000
=20
ny="x N, =22 500
N 10000
=10
ny =Ny =20, 500=10
N 10000

n = ni +?Z2 +N3+?|if"+?iﬁ3

= 120+40+20+10+10
= 200.
Sample Disproportion. Let oi is the variance of the stratum i,
where i= 1, 2,3 .......... k.
Formula to compute the sample size of the stratum £ is.
is the variance of the st;'atum i,
where size of stratum ;
r, = Sample size of stratum §
r. = Ratio of the size of he stratum I with that of the population.
N = Population of stratum ¢
N = Toral population.

Hlustrazion 3.2: Govr. of India wants 1o study the performance of women self help groups (WSHG) in
three region viz. North, South and west. Total WSHG's are 1500. Number of groups in North, South
and West are 600, 500 and 400 respectively. Govt. found more variation berween WSHG's in North,
South and West regions. The variance of performance of WSHG's in there regions are 64, 25 and 16
respectively. If the disappropriare stratified sampling is to be sued with the sample size of 100, determine
the number of sampling uniw for each regions.

Sodution: Toral Population N = 1500
Size of the strarum 1, N, = 600
Size of the stratum 2, N, = 500
Size of the stratum 3, NV, = 400

Variance of stratum 1, o2 = 64
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Variance of seratum 2, 422 = 25

Variance of scratum 3, o322 = 16

Sample size » = 100
Table 3.5: Cluster Sampling

Stratum | Size of the N; ro;n
Number | Stratum N; v o nomn | 1T
oy
1

1 600 0.4 8 3.2 54

2 500 0.33 5 1,65 28

3 400 0.26 4 1.04 18

Total 100

Cluster Sampling

Following steps are followed.

1. Population is divided into clusters

2. A simple random sample of few clusters selected
3. All the units in the selected cluster is studied.

Step 1: Mentioned above of cluster sampling is similar to the first step of stratified random sampling.
But the 2 sampling methods are different. The key to cluster sampling is decided by how
homogencous or heterogeneous the clusters are.

Major advantage of simple cluster sampling is the case of sample selection. Suppose we have a
population of 20,000 units from which we want to select 500 units. Choosing a sample of thar size is
a very time consuming process, if we use Random Numbers table. Suppose the entire population is
divided inte 80 clusters of 250 units, we can choose two sample clusters (2 x 250=500) easily by using
cluster sampling. The most difficult job is to form clusters. In marketing the researcher forms clusters so
that he can deal each cluster differently.

Example 3.7; Assume there are 20 household in a locality

Cross Houses
1 X, X, X, X,
2 X, X, X, X,
3 X, X, X, X,
4 X X X, X

13 ik ) I

We need to select 8 houses. We can choose 8 houses at random. Alternarively, 2 clusters each containing
4 houses can be chosen. In this method, every possible sample of cight houses would have a known
probability of being chosen - i.e. chance of one in two. We must remember that in the cluster each house
has the same characteristics. With cluster sampling, it is impossible for certain random sample to be
selected. For example, in the cluster sampling process described above, the following combination of
houses could not occur: X, X, X, X, X, X,/ X,, X|,. This is because the original universe of 16 houses
have been redefined as a universe of 4 clusters. So only clusters can be chosen as sample.
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Check Your Progress 1
Fill in the blanks:

I, e is also called as random sampling with replacement.

2. Stratified sampling is of two types, i.e. Proportionate stratified sampling and ........ s

3.3 SAMPLING DISTRIBUTION

A sampling distribution is the probability distribution, under repeated sampling of the population, of
a given statistic (numerical quantity calculated from the data values in a sample). Involves items selected
at random from a population and used to test hypotheses about the population sampling is an important
tool for determining the characteristics of a population. We usually don’t know the population’s parameters
(mean, srandard deviation, etc.), but often want reliable estimates of them, Ensuring random
(representative) sampling free of bias and sampling errors is imporrant. An important rule to remember
is: No randomization, no generalization,

Sampling Distribution of Sample Mean

X, +Xo+ - + X,

We know that X = . In the previous section we have shown that if the sample is

n . . . -
random, then each of the X's are random variable with mean g and variance &, Since X is a linear
combination of these random variables, therefore, it is also a random variable with mean equal 1o

E(X_’)=%[5(X})+E(Xz)+ +E(X,)] —l-ﬂu--l-land variance equal to

n

n-

2
Va"(7)=5(7-#)2=5['xl+xz+ o+ X #]

n

I CISREPTIEH I

:%E[Z(X‘- W) + L XX, - m)x, - “)]

=y

=;‘T-):E(x,- -W + ZTEX (X, '“)}

ing

- o+ E T cal )

n 1#]

Case L. If the saraple is drawn with replacemenc, then X, X, ...... X are independent random variates
and hence, Cov(X, X) = 0. Thus, we have
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na’ gt

2
r n

Var(X) =

Case II. 1f the sample is drawn without replacement, then

We note thar if N — o (i.e., population becomes large),

2

Cov(X, X )= ——

. therefore,

a | N-n o
N-1 n

Var()?)=i2|incz -ﬂ(n—l)N !
n —

n
" — 1 and therefore, in this case also,

N -
Var{ X }=—,
(7)-2
Remarks:
1. The standard deviation of a statisric is termed as standard error. The standard error of X, to be

- g
wrirten in abbreviated form as S. E.(X). is equal to N when sampling is with replacement and

o N-n
it is equal to 7 X N_o1 when sampling is without replacement.
n -

S.E.(}'_() is inversely relatred to the sample size.

The term J% is termed as finite population correction (fpc). We note that fpc tends to

"become closer and closer to unity as population size becomes larger and larger,

As a pgeneral rule, fpc may be raken to be equal to unity when sample size is less than 5% of
population size, i.e, » < 0.05N.

Example 3.8: Construct a sampling distribution of the sample mean for the following population when
random samples of size 2 are taken from it (a} with replacement and {b) withour replacement. Also find
the mean and standard error of the dissribution in each case.

PopulationUnit : 1 2 3 4
Ohservation 22 24 26 28

Solution: The mean and standard deviation af population are

_ 22+ 24+ 26+ 28 =25 and
4
bd 2 b p
g— J(zz] + (24] + (26) + (28) _ ("2_5]2 = JE =2.236 rcspectively.

4
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{a) When random samples of size 2 are drawn, we have 4’ = 16 samples, shown below:

Sample No. Sample Values X

1 22,22 22
2 22,24 23
3 22,26 24
4 22,28 25
S 24,22 23
6 24,24 24
7 24,26 25
8 24,28 26
9 26,22 24
10 26,24 25
1 26,26 26
12 26,28 27
13 28,22 25
14 28,24 26
15 28,26 27
16 28,28 28

Since ail of the above samples are equally likely, therefore, the prababiliry of each value of X is 1_16

Thus, we can write the sampling distribution of X as given below:

X |22 23 24 25 26 27 28| Todl
-1 2 3 4 3 2 1
TS

16 16 16 16 16 16 16

1

The mean of X, i.e.,

Hy =E(X):22xi+23x3+24x1+25x—“-+26x3—+
16 16 16 16 16

27xi+28xL:25
16 16

Further, S.E.(f)=ax =\/E(A_’2)—[E(/\_’):Iz , where
E(f"‘):%{ﬂ% 23" % 2+ 24 % 3+ 25 x 4+ 26% % 3+ 27 x 2+ 28*): 627.5

Thus, Gz =V627.5-25" =+/2.5 which is equal to %.
”

{b) When random samples of size 2 are drawn without replacement, we have 4-C1 samples, shown

below:
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Since all the samples are equally likely, the probabiliry of each value of X is

Sample No. Sample Values X
1 22,24 23
2 22,26 24
3 22,28 25
4 24,26 25
5 24,28 26
6 26,28 27

the sampling distribution of X as

Further, Hg = E(E)

6

1

|

23 24 25 26 27

Total

-
>

1 1 2.1 1

6 6 6 6 6

To find $.E.(X), we first find E(X?) given by

1

;r.-:(i’):E

[23 + 247 + 2% 257 + 26° +273]_—6—

L = 626,67,

Thus, g, =+/626.67 -25 =/1.67 =1.292.

Alternatively, Og

Standard Error

The standard error of the estimate of regression is given by the positive square root of the variance of ¢,

values,

The standard error of the estimate of regression of Y on X or simply the standard error of the

n

3 2

i o [
estimate of Y is given as, S, , =0, V1-7" .

[23+ 24+ 25% 2+ 26+ 27]= 25.

‘ — 2 —
- u _q_-_- —-4———2-X 2: 1”.67:1.292.

Vv

Similarly, S,y =6, v1—7" is the smndard error of the estimate X.

Remarks: According to the theory of estimation, an unbiased estimate of the variance of ¢, values is given

by

i _
Syx T

2 _

i

3
n Z g n

n—Z_n—Z n

x =
n—2

xclf,(l— rz)

The standard errors of the estimate of Y and that of X are written as

1 .
= . Thus, we can write



Sampling and Sampting Distributions ® 87

[ n . n ] .
GV\J(n-_2)(I—r ) and ,-x'}‘:UxJ(n—_Z)(l_ r ) respectively.

Note that difference between these standard errors tend to be equal to the standard errors for large
values of n. In practice, the value of # > 30 may be treated as large.

Example 3.9: From the following data, compute (i) the coefficient of correlation between X and ¥, (ii)
the standard error of the estimate of Y-

Zx7=24 Z_yl =42 ny=30 N =10

Whete x=X-X and y=¥V -Y¥

Solution: The coefficient of correlation between X and Vis given by

D X2
Selsy Vo
The standard error of the estimate of Yis given by (n < 30)

[l—rz)Zyz [1—0.942)x42

- - =0.79
2 n—2 V 8

3.4 SAMPLING FROM NORMAL AND NON-NORMAL
POPULATIONS

It can be deduced that when a random sample X, X, ...... X_is obtained from a normal population with

mean M and standard deviation @, then each of the X's are also distributed normaliy with mean pt and
standard deviation o.

By the use of additive (or reproductive) property of normal distsibution, it follows that the distribution

of X, a linear combination ofXI, SNap— 15 will also be normal. As shown in the previous section, the
G
mean and standard error of the distribution would be 1 and 7—;‘ respectively.

Remarks: Since normal population is often a large population, the fpc is always raken equal to unigy.

The nature of the sampling distribution of X, when parent population is not normal, is provided
by Central Limit Theorem. This theorem states that:

IfFX, X, ...... X_is a random sample of size # from a non-normal population of size N with mean u

and standard deviation o, then the sampling distribution of X will approach normal distribution with

. _\

as n becomes larger and larger.

mean Pand standard error ﬂ”r\j
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2.  Using Central Limit Theorem, the abeve result will also hold for a non-normal population when
both n, and n, > 30 and fpc is approximately equal to uniry, ie., n < 005N (fori =1, 2).

Properties of the Sampling Distribution of Means

If a pepulation is narmally distribused, chen:
1. The mean of the sampling distribution of means equals the population mean.

2. The standard deviation ef the sampling distribution of means (or standard error of the mean) is
smaller than the population standard deviation.

3.5 CENTRAL LIMIT THEOREM

The central limit theorem states that the sampling distribution of any scatistic will be normal or nearly
normal, if the sample size is large enough. The central limit theorem is a significant result which
depends on sample size. It states that as the size of a sample of independent observations approaches
infinicy, provided data come from a distrihution wich finite variance, that the sampling distribution of

the sample mean approaches a normai distribution.

A very imporuant and useful concept in staustics is the Central Limit Theorem. There are essentially
three things we want to learn about any distribution: (1) The location of its center; (2) its width, (3)
and how it is distributed. The central limit theorem helps us approximate all three.

Central Limit Theorem: As sample size increases, the sampling distribution of sample means approaches
that of a normal discribution with a mean the same as the population and a standard deviation equal 1o
the standard deviadon of the popularion divided by the square root of » (the sample size).

The central limit theorem explains why many distributions tend to be close to the normal distribution.
The key ingredient is that the random variable being observed should be the sum or mean of many
independent identically distributed random variables. One version of the theorem is

Cenrral Limit Theorem 1 Let X, X,, ............. be independent, identifically distributed random

variables having mean {and finite non-zero variance g?.

Let § = X + .. X. Then

1 S —np )
lim P> <x)=®(x)
N o 'n

where @(x)is the probabilicy that a standard normal random variable is less than x.

In this pallet, we look ar rolling dice again. Let X be the number of spots showing when one die is

colled. The mean value p for rolling one die is 3.5, and the variance is 0° =35/12_If §_is the number
of spots showing when # dice are rolled, then if 7 is "large” the random variable

S, —nu
an

should be approximately standard normal, so S, itself should be approximately normal with mean
3.5"n and variance 35n/12.
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The Central Limit Theorem describes the relation of a sample mean to the population mean. If the
"""" doesn 't exist, then the CLT doesn't apply and the characteristics of the sample mean,
Xbar, are niot prediciable. Attention to detail is needed here: You can always compute the numerical

a finite number of observations from any density (if every observation is finite). But the population
mezn is defined as an integral, whick diverges for the Caut.hy', so cven though a sample mean is finite,
the populatlon mean 1s not, The Cauchy hss another interesting property — the distriburion of the
sample average is that same as the distribution of an individual observation, so the scarter never diminishes,
regardiess of sample size.

3.6 DETERMINATION OF SAMPLE SIZE

The data which is needed 1o consider in sample size determination

®  Variance or heterogeneity of population

®  The degree of acceptabie error {confidence interval)

@ Confidence level
Generally, we nced to make judgments on all these variables.
Hew tw determine Variance or Heterogeneity of Popwlation in Sample Size
This can be determining through: |

®  Previous studies? Industry expectations? Pilot srudy?

®  Sequential sampling

®  Rule of thumb: the value of standard deviation is expected to be 1/6 of the range.
Certain Formulas for derermining sample size
Means n = {ZS/E)*

n = ZipqlE?

Percentiles n = pc (100 - pc) Z4E?

Z at 95% confidence = 1.96

Z at 99% confidence = .58

Proportions n

H

The sample size of a stacistical sample is the number of observations that constitute it. Itis typma]ly
denoted n, a positive integer formula, tables, and power funciion charts are well known appro.u:ncs to
derermine sample. The sample size of a swristical sample is the number of observations that constiture
its size.

Typically, all else being equal, a larger sample size leads ro increased precision in estimates of various
propertics of the population. This can be scen in such statistical rules as the law of large numbers and
the central limit theorem. Repeated measurements and re pucmon of independent samples are often
required in measurement and experiments to reach a desired precision.

The sample size determination formulas come from the formulas for the maximum error of the
estitnares. The formula is solved for n. Be sure to round the answer obtained up to the nexi whole
number, not off to the nearest whole number. If you round off, then you will exceed your maximum
error of the esrimate in some cases.
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3.7 FINITE POPULATION MULTIPLIER

The central limit theorem and the standard esrors of the mean and of the proportion are based on the
premise thar the samples selected are chosen with replacement. However, in virtually all survey research,
sampling is conducted without replacement from populations that are of a finite size V. In these cases,
parvcularly when the sample size 7 is not small in comparison with the population size NV (i.c., more
than 5% of the population is sampled) so thac n/ N > 0.05, a finite population correction factor (fpc) or
finite population multiplier is used to define both the standard error of the mean and the standard error

of the proportion. The finite population correcrion factor is expressed as Fpe = Y(N = /N = 1)
Where N = Population Size and 7 = Sample Size
Standard error of the mean for finite populations would be = 5/ /»(FPC) and the standard error of
the proportion for finite populations = Jm * FPC.

The effect of the FPC is that the error becomes zero when the sample size 7 is equal to the population
size V.

3.8 SAMPLING DISTRIBUTION OF NUMBER OF
SUCCESSES

Let denote the proportion of successes Nu&%%f%ﬁkc‘eﬁ& in papulasion

" Total number of units in population

Let us take a random sample of n units from this population and let X denote the number of
successes in the sample. Thus, X is 2 random variable with mean and standard error

nr(1—m) {orﬁ::‘ x nn(l-n)}

If sampling is done with replacement, then X is a binomial variare with mean sm and standard

error \/mt(l-n) . Using centra] limit theorem, we can say thar the distribution of the number of

successes will approach a normal variate with mean sn and standard etror (/nn(}—=)or

N-n

N1 i (1=7) for sufficiently large sample. The sample size is said to be sufficiently large if both

nn and n(1 —%)are greater than S.
Sampling Distribution of Proportion of Successes

X
Let #=— be the proportion of successes in sample. Since X is a random variable, thercfore, p is also a
n

random variable with mean
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Sampling Distribution of the Difference of Two Proportions

Let p, be proportion of successes in a random sample of size n, from a population with proportion of
successes = %, and p, be the proportion of successes in a random sample of size n, from second population
with proportion of successes = n, . Assuming that the sample sizes are large, we can write

2 -N['r:,. EL(%)'] and 22 ‘N{ﬂz' 1!2____(1": xz)}

Thus, their difference ( p,— ;) will be distributed normally with mean = n, —m,and standard

Ir, (1-m,) 4 n,(1-n,)
Error V n .
| iy

Note: The above result will hold when we ignore fpc and the sample size, n and n,, is greater than

5 divided by the minimum of m,,(1-m,),m,and (1-7,).

Check Your Progress 2

Fill in the blanks:
1. The finite population correction factor is expressed as ....o.veniiivnnsinnrnne

1 R . PR ——— is the probability distribution, under repeated sampling of the population, of a

S TR | ¥ R —" and the standard errors of the mean and of the proportion are based on the
premise that the samples selected are chosen with replacement.

3.9 SUMMARY

Sample is a representative of population. There are 2 types of sample (a) Probability sampling (b) Non
probabilicy sample. Probability sampling includes random sampling, stratified random sampling
systematic sampling, cluster sampling, Multistage sampling. Random sampling can be chosen by Lotery
method or using random number table. Samples can be chosen cither with equal probability or varying
probability. Random sampling can be systematic or stratified. In systematic random sampling, only the

first number is randomly selected. Then by adding a constant “K™ remaining numbers are generated. In
stratified sampling, random samples are drawn from several strata, which have morte or less same
characteristics. In mulristage sampling, sampling is drawn in several stages.

The formula for the sampling distribution depends on the distribution of the population, the statistic
being considered, and the sample size used. A more precise formulation would speak of the distribution
of the statistic as that for all possible samples of a given size, net just “under repeated sampling”. This
brief tour of prebabilicy, distributions, and the roots ef statistical inferences barely scratches the surface.
Many of these ideas will be amplified in future articles of this series.
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Statistic { Mean Sundard Error Range of statistics
= o -
X — o< X <o
* Jn
n(l-n
? n J—(——) * 0<p<l
n
X n 2n 0<y’ <o
¢ 0 Y s -0 <1 <P©
v-2
M —
F Vi_us ( %3 ) 2(V1+V2—2)r- 0<F<oo
v, -2 v, -2)\ v(v,-4) J
* multiply this value by fpc.
“wen-l,m=n-tandm=m-1
3.10 KEYWORDS
® Sampling ® Population
® Parameter ® Statistic
® A Sampling Distribution ® The Central Limit Theorem
¢ Random sampling e Stratified random sampling

Quota sampling Sequential sampling

3.11 REVIEW QUESTIONS

1. Define population and sampling.

What are the different types of sample designs?
What ate the types of probabilicy sampling techniques?
Explain the concept of sampling distribution of a statistics.

Write down the two methods used in random sampling,

A\ W S W N

Distinguish beeween:

(a) Paramerer and Staristic.

(b) Sampling distribution and Probabilicy distribution.
(¢) Standard deviation and Standard ercor.

7. ‘A sample is a part of target population, which is carefully selected to represent the population”.
Explain

8.  Explain che following:
(a) Types of stratified sampling

(b) Reasons for stratified sampling



10,

11,

12,

13.

15.
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“A good sample must be based on random selection”. Discuss.
Write short notes on:

(a) Stratified sampling

(b) Systematic sampling

{c) Cluster sampling

{a) Suppose that the number of hours spent watching television per week by middle-aged women
are normally distributed with a standard deviation = 5 houss.

How large a sample is needed so that we can say with 99% confidence that the sample mean
is off by less than one hour from population mean?

(b) What does the standard error of a statistics measure? If for 2 random sample of size 100 the
variance of X values is 529, estimate the standard error of X.

(a) Explain why a random sample of size 50 is to be preferred to a random sample of size 35 to
estimate the mean of a population?

{b) A population consists of the numbers 1, 3, 5, 7 and 9.

(i} Enumerate all possible samples of size two which can be drawn from the population
without replacement.

{ii) Show that the mean of the sampling distribution of sample mean is equal to population
mean.

(iil) Compute the variance of the sampling distribution of sample mean and show that it is
less than the population variance.

A manufacturer produces pins with average length of 10 cms with a standard deviation of 3.5 cms.
If only those pins having length between 9.5 and 10.5 cms can be used, how many out of a sample
of 100 pins must be thrown away?

. The life of tyres manufactured by a company A is distributed normally with mean 32,000 kms

and standard deviation 8,000 kms and of that manufactured by company 8 is distributed normally
with mean 30,000 kms and standard deviation 5,000 kms. If 100 cyres of company A and 81
tyres of company B are selected at random, determine the sampling distribution of the difference
between mean lives of tyres.

10% of machines produced by company A ase defective and 5% of those produced by company A
are defective. A random sample of 250 machines is taken from company A% output and a random
sample of 300 machines is taken from company Bs output. What is the probabilicy that the
difference in sample proportions of defective machines is greater than or equal to 0.02.

Answers to Check Your Progress

Check Your Progress 1

1.
2.

Equal Probabiliry

Disproportionate stratified sampling
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Check Your Progress 2
1. ch=‘J(N—n/N—1)
2. Sampling distribution

3. Central limit theorem
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4.1 INTRODUCTION

It is a procedure by which sample information is used to estimate the numerical magnitude of one or
more parameterss of the popularion. A function of sample values is called an estimator (or statistic) while
its numerical value is called an estimate. For example is an estimator of population mean m. On the
other hand if for a sample, the estimate of population mean is said to be 50.

Theory of Estimation

Let X be a random variable with probability density function (or probability mass function) f(X; 4,, 4,,
e 4, ), Where g, g,, ... g, are £ parameters of the population.

Given a random sample X|, X,, ...... X from this population, we may be interested in estimating
one or more of the k parameters g, §,, -..... §,- In order to be specific, let X be a normal variate so that
its probability density function can be written as M(X : m, 5). We may be interested in estimating m or
s or both on the basis of random sample obtained from this population.

It should be noted here that there can be several estimators of a parameter, e.g., we can have any of
the sample mean, median, mode, geometric mean, harmonic mean, ctc,, as an estimator of population
mean . Similasly, we can use either or as an estimator of population standard deviarion 5. This method
of estimation, where single statistic like Mean, Median, Standard deviation, etc., is used as an estimator
of population parameter, is known as Point Estimation. Contrary to this it is possible to estimate an
interval in which the value of parameter is expected to fie. Such a procedure is known as Interval
Estimation. The estimated interval is often termed as Confidence Interval.

4.2 ESTIMATOR OR POINT ESTIMATION

As we know the meaning of estimator, the words “estimator” and “estimate” are sometimes used

interchangeably. We can say an estimator or point estimate is a statistic that is used to infer the value of
an unknown parameter in a statistical model. Being a function of the data, the estimator is itself a
random variable; a particular realization of this random variable is called the estimate.

Point Estimation (Properties of Good Estimators)

As mentioned above, there can be morc than one estimators of a population parameter. Therefore, it
becomes necessary to determine a good estimator eut of a number of available estimacors. We may recall
that an estimator, a function of random variables X, X, ...... X, is a random variable. Therefore, we can
say that a good estimator is one whose distribution is more concentrated around the population paramerer.
R. A. Fisher has given the following properties of a good estimators. These are:

(i) Unbiasedness (ii) Consistency (iii) Efficiency (iv) Sufficiency.

Unbiasedness
An estimator ¢ (X[, X, ... X ) is said to be an unbiased estimator of a parameter & if £(¢) = 6.
If £(s) # 6, then ¢ is said to be a biased estimator of & The magnirude of bias = E(z) — 8. We have

seen in § 20.2 chat E()?)= W, therefore, X is said to be an unbiased estimator of population mean u.
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Solution: The probability density function of a normal variate is given by

-zfl,l'xw)’

f(X;u,O')=-o%2—n-e

Thus, the joint probability density function of X, X,, ...... X is given by

1 & W2
"y o XimH)
S(Xpp0)x f( Xy po)x .. x (X, ;u.ﬁ):( 1 Je 207

"
af2r

We can write X, —}.1=(X‘ —f)+(/\_’—p).

Squaring both sides and taking sum over n observations, we get
ZX-n) = Z(x XY 2K -p) 22X, -X)(E -4
=Y, - X) +n(X -p) +2(X -p) (¥, -X)
=3 (X, -X) +n(X - p) (last term is zero)

=nS’ +w()?—p)2

Therefore, we can write — 2:}_2 Z(X‘. - p)z =-S5 —-E—(f*p)l.

Hence f(X;p.0)x f(Xpmo)x .. x f(X,in0)

Gy2m o/2n

=g()\7,p,c)x b(Sl,cs)

Since 4 is independent of 4, therefore X is a sufficient estimator of 12 However, §° is not sufficient
estimator of s because g is not independent of o.

Further, if we define §° =—1—Z(X*. - p)z, then
n

f(XﬁIM.G)xf(XZ;u,G)x "f(x,;p.c)=( 1 ] e'i’ls:

o2T

Thus, the newly defined & becomes a sufficient estimator of ¢*. We note that MX, X, ... X)
= 1 in this case.
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The above result suggests thar if g is known, then we should use §* =lZ(Xl - p.)z rather than

L)

§= lZ(}l’r - ?)z because former is better estimator of &

n

Methods of Point Est-imation

Given various criteria of a good estimaror, the next logical step is to obtain an estimator possessing some
or all of the above properties.

There are several methods of obraining 2 point estimator of the population parameter. For example,
we can use the method of maximum likelthood, method of least squares, method of minimum variance,

method of minimum %°, method of moments, etc. We shall, however, use the most popular method of
maximum likelihood.

Method of Maximum Likelibood

Let X, X,, ...... X be a random sample of n independenr observations from a population with probability
density function {or p.m.f) f£{X; &), where 8 is unknown parameter for which we desire 1o find an
estimator,

Since X, X, ...... X are independent random variables, their joint probability funcrion or the
probability of obtaining the given sample, termed as likelihood funcrion, is given by

Lef(X5 8 fX58 . fO; 0= ]LF(X:0).

=i

We have to find thar value of & for which L is maximum. The conditions for maxima of L are:

j—g=0 and j;[; < 0. The value of & satisfying these conditions is known as Maximum Likelihood
Estimrtor (MLE).
Generalising the above, if L is a function of k parameters 6, €., ...... 8, the first order conditions for
maxima of L are: oL_ok_ . Qé—:f]
08, 90, | ad,
This gives  simultancous cquations in & unknowns 8, 8, ...... 8, and can be solved to pet &

maximum likelihoed estimarors.

Sometimes it is convenient to work using logarithm of L. Since log L is a monotonic transformation
of L, the maxima of L and maxima of log £ occur at the same value.

Properties of Maximum Likelibood Estimators
1. The maximum likelihood estimators are consistent.

2. Tbe maximum likelihood estimarors are not necessarily unbiased. 1fa maximum likelihood estimator
is biased, then by slight modifications it can be converted into an unbiased estimaror.

3. If a maximum likefihood estimator is unbiased, then it will also be most efficient.
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4. A maximum likelihood estimator is sufficient provided sufficient estimator exists.

5. The maximum likelihood estimators are invariant under functional transformation, i.e., if ¢ is a
maximum likelthood estimatar of €, then f(#) would. be maximum likelihood estimator of f{8).

4.3 INTERVAL ESTIMATION

Using point estimation, it is possible to provide a single quantity as an estimator of a parameter. Any
potnt estimator, even if it satisfies all the characteristics of a good estimator, has a limitation that it
provides no information about the magnitude of errors due to sampling. This problem is taken care of
by the method of interval estimation, that gives a range of the estimator of the paramerer.

The method of interval estimation is based upon the sampling distribution of an estimator. The
standard error of the estimator is used in the construction of an interval so that the probability of the
parameter lying within the interval can be specified.

Given a random sample of n observations X, X, ...... X, we can find two values / and /, such thar
the probabilicy of population parameter @ lying between / and / is (say) #. Using symbols, we can
write P([l < @< l:) = n

Such an interval is termed as a Confidence Interval for & and the two limits / and / are termed as

Confidential or Fiducial Limiss. The percentage probability or confidence is termed as the Level of Confidence

or Confidence Coefficient of the interval. For example, the level of confidence of the above interval is
10077%. The level of confidence implies that if a large number of random samples are taken from a
population and confidence intervals are constructed for each, then 1007% of these intervals are expected
to contain the population parameter 8. Alternatively, a 100 7% confidence interval implies thar we are
100 78 confidenr that the population parameter @ lies berween £ and /..

As compared to point estimation, the interval estimation is berter because it takes into account the
variability of the estimator in addition to it single value and thus, provides a range of values. Unlike
point estimation, interval estimation indicates that estimation is an uncertain process.

The methods of construction of confidence intervals in various situations are explained through the
following examples.

Confidence Interval for Population Mean
Example 4.2; Construct 95% and 99% confidence intervals for mean of a normal population.

Solution: Let X, X,, ...... X be a random sample of size n from a normal population with mean u and
standard deviation o '

We know that sampling distribution of X is normal with mean 4 and standard error -% . Therefare,
fl

-
z= = will be a standard normal variare.
c/n

From the tables of areas under standard normal curve, we can write

e
Pl-1.96 <2< 1.96] =095 or M=196< —F < 1.96] = 0.95 1)
cr/s/r-z
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X -
The inequality — 1.96 < i 4 can be written as
o/n

o

U —_ —
-196——=<X - <X +1.96
H or H \/; (2)

N

-
Similarly, from the inequality o!J:_l < 1.96, we can write

o 3)
Nt
Combining (2) and (3), we get

" >X-1.96

X~196-2< p <X +1.96—

Vn Jn

Thus, we can write equation (1) as

p[ )'{—1.96%5 n s,?+1.96%] =0.95
n F

This gives us a 95% confidence interval for the parameter g The lower limic of g is X-1.96-—

Jn
and the upper limir is X’+l-96%. The probabilicy of # lying between these limits is 0.95 and
n
therefore, this interval is also termed as 95% confidence interval for p.
In a similar way, we can construct a 99% confidence interval for g as

o

p[ X-258-2< p <X+258 ]:0.99
X n

Vn Jn
e

Remarks: When o is unknown and n < 30, we use # value instead of 1.96 or 2.58 and use § in place of
{r

Thus, the 99% confidence limits for g are X +2.58

Confidence Interval

In general, a confidence interval is given by:

[Sample statistic + Table value like Z , * SE], where SE is the standard deviation of the sampling
distribution of the statistic.
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The methods of construction of confidence intervals in various situations are explained through the
following examples.

Confidence Interval for Population Mean
Example 4.3: Construct 95% and 99% confidence intervals for mean of a normal population.

Solution: Let X, X, ...... X be a random sample of size n from a normal poputation with mean u and
standard deviation o.

W = . . g .
We know that sampling distribution of X is normal with mean u and standard error T Therefore,
n

B )
z= will be a standard normal variare.
aln

From the tables of areas under standard normal curve, we can wtite

X-
Pl-1.96 <2< 1.96) = 0.95 or Pl-196< < 1.96] = 0.95 e (1)
cri\/r_s

=

o n! H

—].%iﬁf—p or g < X +1.96—

7 N e (2)

Similarly, from the inequality O'I'JE < 1.96, we can write
"

Jn

Combining (2) and (3), we get

b 2X~1.96 . (3)

X196 <y <X +1.96——

Jr Jn

Thus, we can write equation (1) as

P( X-196L<p s,?+1.96i]=0.95

e Vn

This gives us a 95% confidence interval for the parameter i The lower limit of x4 is X -1.96%
n

and the upper limit is f+1.96%. The probability of # lying between these limits is .95 and
n

thetefore, this interval is also termed as 95% confidence interval for 4.
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In a similar way, we can construct a 99% confidence interval for  as

P[ $-258L<cp <X+ 2.58%) = 099

Jn Jn

ek

Remarks: When s is unknown and 7 < 30, we use £ value instead of 1.96 or 2.58 and use S in place of o

Confidence Interval for Population Proportion

Thus, the 99% confidence limits for y are X +2.58

Example 4.4: Obtain the 95% confidence limits for the proportion of successes in a binomial population.

Solution: Let the parameter 7 denote the proportion of successes in population. Further, ¢ denotes the
proportion of successes in » (2 50) wials. We know that the sampling distribution of p will be

n{l-=n
approximately normal with mean 7 and standard error 1’ ( ) .
n

Since 7 is not known, therefore, its estimator p is used in the estimation of standard error of p, i.e.,

S.E(p)= i-r)

n

Thus, the 95% confidence interval for p is given by

{ _ _
PLp—l.%,’p(ln P ye p+1.961’p(1" P)J =0.95

1—
This gives the 95% fiducial limits as p+1.96 r(1=p) .
n

Example 4.5: In a newspaper article of 1600 words in Hindi, 64% of the words were found to be of
Sanskrit origin. Assuming that the simple sampling conditions hold good, estimate the confidence
limits of the proportion of Sanskrit words in the writer's vocabulary.

Solution: Let m be the proportion of Sanskrit words in the writer's vocabulary. The corresponding
proportion in the sample is given as p = 0.64.

(0.64x036 0.48
Efp)= =——=0.012
SE) ‘J 1600 0 00

We know thar almost whole of the distribution lies berween 3¢ limits. Therefore, the confidence
interval is given by

Plp - 3SE(p) < < p+ 3 SE(p)] = 09973

Thus, the 99.73% confidence limits of 7 are 0.604 (= 0.64 — 3 x 0.012) and 0.676 (= 0.64 + 3
% 0.012) respectively.

Hence, the proportion of Sanskrit words in the writer's vocabulary are between 60.4% to 67.6%.
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Interval Estimates of Mean and Proportion from Large Samples

If 7 > 30 or if & is known and the Population being sampled is normal, a (I - ) Confidence interval for
the population mean is given by

iizml(G(‘\(ﬂ)

If & is unknown and » > 30, sample standard deviations can be used as an approximation for &
n =100 and Y = 423, o =900, 99% Confidence Interval is 425z 2.58 * (900/10) or 192.8 to 657.2
or P(192.8 £ u < (657.2)=0.99.

By using point estimation, we may not get desired degree of accuracy in estimating a parameter.
Therefore, it is better to replace point estimation by interval estimation.

An interval estimare of an unknown parameter is an interval of the form L < @< L, where the end
points L, and L, depend on the numerical value of the statistic # for particular sample on the sampling

distribution of 8 100(] — 2)% Confidence Interval:

A 100(1 — &)% canfidence interval for a parameter @ is an interval of the fprm [L,, L,] such thar
HL<a<L)=1-a 08y ad&Ilgl regardless of the acrual value of 8.

The quantities £, and L, are called upper and lawer confidence limits and Degree of confidence
(confidence coefficient) is 1 — o

Check Your Progress 1
Fill in the blanks:

Lo is the process by which sample information is used to estimate the numerical
magnitude of one or more parameters of the populacions.

2. Using ..o estimation, it is possible to provide a single quanticy as an estimator of a paramerer.
3. . As compared to point estimacion, the interval estimation is .........cooee.

4. The method of interval estimation is based upon the ......cccoveeue. of an estimator.

Interval Estimation Using Distribution

A rypical stacistical aim is to demonstrate with 95% certainty that the true value of a parameter is
within a distance B of the estimate: # is an error range that decreases with increasing sample size ().
The value of B generated is referred to as the 95% confidence interval.

For example, a simple situation is estimating a proportion in a population. To do so, a statistician
will estimate the bounds of a 95% confidence interval for an unknown proportion.

The rule of thumb for (a maximum or ‘conservative’) B for a proportion derives from the fact the
estimator of a propordon, p= X/n, (where X is the number of ‘positive’ observations) has a (scaled)
binomial distribution and is also a form of sample mean {from a Bernoulli distriburion [0,1] which has
a maximum variance of 0.25 for parameter p = 0.3). So, the sample mean X/» has maximum variance
0.25/n. For sufficiently large n (usually this means that we need to have abserved at lcast 10 positive
and 10 negative responses), this disuibution will be closely approximated by a normal distriburion
with the same mean and variance.
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Using this approximation, it can be shown that -95% of this distribution’s probability lies within
2 standard deviartions of the mean. Because of this, an interval of the form

(p—20.25/n, p+2J0.25/n) =(p— B, p+ B)

will form 2 95% confidence interval for the true proportion.

If we require the sampling error & to be no larger than some bound B, we can solve the equation

£xB=2J025/n=1/Jn

10 give us

/e’ =1/B'=n

So, m =100 <=> B=10%, n = 400 <=> B = 5%, n = 1000 <=> B = -3%, and » = 10000 <=» B
= 1%. One sces these numbers quoted often in news reports of opinion polls and other sample surveys.

Sample Size for Estimation

The sample size of a statistical sample is the number of observations that constitute it. It is rypically
denoted 7, a positive integer (natural number).

Typically, all else being equal, a larger sample size leads to increased precision in estimates of various
properties of the population, though the results will become less accurate if there is a systematic esror in
the experiment. This can be seen in such statistical rules as the law of large numbers and the central
limit theorem, Repeated measurements and replication of independent samples are often required in
measurement and experiments to reach a desired precision.

A typical example would be when a statistician wishes to estimate the arithmetic mean of a quantirative
random variable (for example, the height of a person). Assuming thar they have a random sample with
independent observations, and also that the variability of the population {as measured by the standard
deviation @) is known, then the standard crror of the sample mean is given by the formula:

aln.

It is easy to show that as » becomes very large, this variability becomes small. This leads to more
sensitive hypothesis tests with greater statistical power and smaller confidence intervals,

Three questions must be answered to determine the sample size:

1. Standard deviation of the population: It is rare that we know exact standard deviation of the
population. Typically, the standard deviation of the population is estimated a) from the results of
a previous survey, b) from a pilot study, ¢) from secondary data.

2. Maximum acceptable difference: This is the maximum amount of error that you are willing to
accept. That is, it is the maximum difference that the sample mean can deviate from the true
population mean before you call the difference significant.

3. Desired confidence level (%): The confidence level is your level of certainty that the sample mean
does nat differ from the true population mean by more than the maximum acceptable difference.

Generally a 95% confidence level is used.






120 m Quantiiative Method

3. The lesser the magnirude of &, the more precise will be the interval estimate.

Example 4.7: What should be the sample size for estimating mean of a normal population if the
probability that sample mean differs from population mean by not more than 30% of standard deviation

is 0.99,

Solution: Let n be the size of the sample. It is given that

P(|X - | <6.300)=0.99 e (1)

Assuming that the sampling distribution of X is normal with mean u and S.E.; =%, we can
n

write

P(If— u| < 2.5811 =0.99 {from rable of areas) vene (2)
Jn

Comparing (1) and (2), we get

2
0.30(5:2.58% = n=[§%] =73.96 or 74 (approx.)

Example 4.8: A sucvey of middle class families of Delhi is proposed 1o be conducted for the estimation
of average monthly consumption (in Rs) per family. What should be the size of the sample so that the
average consumption is estimated within a range of Rs 300 with 95% level of confidence. It is known
that the standard deviation of the consumption in population is Rs 1,600.

Solution: Let n denote the size of the sample to be drawn, Wich usual notations, we wanrt to find 2 such
that

P(|X - | < 300)=0.95 e (D)

Assuming that the sampling distribution of X is normal with mean & and S.E., =2, we can

Jn

. = o
write P( X-—ulg 1.96—] =0,95.
X-wlstos
= 1.96 x 1600
P(X— .‘E——] =0.95 e (2)
> ¥l =7

Comparing (1) and (2), we get

2
1961600 F[l-.%"_wo?,] =109.3
I 300

Since this value is greater than 109, thercfore, the size of the sample should be 110.

300=
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Confidence Interval for Population Standard Deviation

Let §= \/—1~Z(X‘ ~ )?)2 be the samnple standard deviation of a random sample of size » drawn from a
n

normal population with standard deviation o. It can be shown that the sampling distribution of § is

5] S—a
approximately normal, for large values of », with mean s and scandard error ﬁ_— Thus, z= /\/5:
n a

can be taken as a standard normal variate.

Check Your Progress 2

Find out whether che following is true or false:
1. The width of confidence interval can be controlied in two ways.
2. More is che sample size wider wilt be the interval.

3.  Lower the level of confidence the narrower will be the interval.

4.4 SUMMARY

Estimation is a procedure by which sample information is used to estimate the numerical magnitude of

one or more parameters of the population. A function of sample values is called an estimator (or statistic)
while its numerical value is called an estimate.

The method of estimation, where single statistic like. Mean, Median, Standard deviation, etc. is used as
an estimaror of population parameter, is known as Point Estimation. Contrary to this it is possible to
estimate an interval in which the value of parameter is expected to lie. Such a procedure is known as
Interval Estimation. The estimated interval is often termed as Confidence Interval.

4.5 KEYWORDS

® Doint Estimacion o Interval Escimation
® Estimator ® Estimates

® Confidence Intervals ® Large Samples

® Sample Size

4.6 REVIEW QUESTIONS

1. A random sample of 400 farms in certain year revealed that the average yield per acre of sugarcane
was 925 kgs with a standard deviation of 88 kegs.

(a) Determine the 95% confidence interval for the population mean.

(b) What should be the size of the sample if the widch of 95% confidence interval estimate of m

is not more than 15?
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Suppose that the researcher is willing to sacrifice some accuracy in order to reduce cost. If he
settles for an estimate with 90% confidence, how much reduction in cost can be achieved?

Ellen Harris, a time methods engineer, was accumulating normal times for various tasks on a
labour- intensive assembly process. The process included 200 separare jobs stations, each performing
the same assembly task. She sampled 5 stations and obtained the following assembly times for
each station:

1.8, 2.4, 2.2, 2.6, 1.6 minutes.

(i) Calculate the mean assembly time.

(ii) Estimate the population standard deviation.

(i) Construct a 99% confidence interval for the mean assembly time.

In a random sample of 81 items taken from a large consignment, some were found to be defective.
If the standard deviation of the proportion of defective items is 1/18, find the 95% confidence
limits of the percentage of defective items in the consignment.

The mean of a sample of size 16 from a normal population is 20. If it is known that variance of the
population is 4, find the standard error of the sample mean and 95% confidence interval for
population mean.

Answers to Check Your Progress

Check Your Progress 1

I

2
3.
4

Estimation
Point
Berter

Sampling distribution.

Check Your Progress 2

1.
2.
g

True
False

True.

4.7 REFERENCES AND FURTHER READING

Balnaves, M., & Caputi, P. (2023). Introduction to quantitative research methods: An investigative
approach. SAGE Publications. ISBN: 9781446209144.

Groebner, D., Shannon, P., & Fry, P. (2019). Business statistics: A decision-making approach (10th ed.).
Pearson. ISBN: 9781292220395.

Lee, N., & Peters, M. (2021). Applied statistics for business and management using Microsoft Excel.
Wiley. ISBN: 9781292243578.

Arnold, R. (2024). Quantitative methods for management. Oxford University Press. ISBN:
9780198744488.

Taha, H. A. (2022). Operations research: An introduction (11th ed.). Pearson. ISBN: 9781292266973.



Crbbe

8

e

f D

5.1 Basic Concept of Hy jothesis
5.2 One Sample Tests

5.3 Hypocheses Testing ofMeans when Population

Scandard Deviation is Known

5.4 Hypotheses Testing of Means when Population
Standard Deviation is Unknown

5.5 Hypothesi.s Tesring of Proportions for Large
Samples and Difference in Propore.ions

5.6 Two Sample Tests for Equalicy ofMeans for
Large and Small Samples

5.7 Summary
5.8 Keywords
5.9 Review Questions

5.10 References and further reading



Testing of Hypotheses ® 125

5.1 BASIC CONCEPT OF HYPOTHESIS

A hypothesis is a preconceived idea about the nature of a population or abour the value of its parameters.
The statements like the distribution of heights of students of a university is normally distributed, the

number of road accidents per day in Delhi is 10, etc., are some examples of a hypothesis.

The cest of a hypaothesis is a procedure by which we test the validity of a given statement abourt a
population. This is done on the basis of a random sample drawn from it.

The hypothesis to be tested is termed as Null Hypothesis, denoted by /. This hypothesis asserts
that there is no difference between population and sample in the matter under consideration. For
example, if A is that population means m = m, then we regard the random sample to have been

I3

obtaiped from a population with mean 1. _ _ :
Corresponding to any /, we always define an Alternative Hypothesis. This hypothesis, denoted by

H‘, is alternate to HD , e, ifHo is false then H is true and vice-versa.

One-tailed and Two-tailed Tests

There are two type of tests: One-tailed and two-tailed tests.

A hypothesis test may be one-tailed or two-tailed. In one-tailed test the test-statistic for rejection of null
hypothesis falls only in one-tailed of sampling distribution curve.

Reject H,

Figure 5.1 [

One-tailed Test

Example 5.1: In a right side test, the critical region lies entirely in the right tail of the sample distribution.
Whether the test is one-sided or two-sided - depends on alternate hypothesis.

Example 5.2: A tyre company claims that mean life of its new tyre is 15,000 km. Now the researcher
formulates the hypothesis that tyre life is = 15,000 km.

A two-tailed test is one in which the test statistics leading to rejection of null hypothesis falls on
both tails of the sampling distribution curve as shown.

When we should apply a hypothesis test that is one-tailed or two-tailed depends on the nature of
the problem. One-tailed test is used when the researcher’s interest is primarily on one side of the issue.
Example: "Is the current advertisement less effective than the proposed new advertisement™?
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Remarks:

1. Out of the two types of errors, the type | error is considered to be more serious. Consequently, the
probability of type I error is fixed at a low value (often 0.85 or lower). Thus, when the computed
value of a statistic falls in the critical region, implying rthereby that the probability of H, being
true is low or equivalently the probability of H being false is high, we reject /. However, if the
computed value of statistics lies in the acceptance region, it would not be appropriate to say that
the probability of H, being true is very high because che probability of accepting a false H, (the
value of ) may also be high. Thus, accepting H, only implies that the sample information does
not provide any evidence of H being false. Because of this nature of the tests of hypothesis, the
conclusion “accepr H," is often replaced hy "do not reject #," or “there is no evidence against H)
on the basis of available sample information®, etc.

2. The tests of hypothesis are also known as the Tests of Significance. We know that if the sample result
is highly unlikely, / is rejected because the sample resule is significantly different from the
hypothesised value. Alternatively, it implies that the observed difference between the computed
and the hypothesised value is not attributable due co chance or fluctuations of sampling.

5.2 ONE SAMPLE TESTS

One Sample z Test

One sample tests, in general, examples of “goodness of fit” tests where we are testing whether our data
supports predictions regarding the value of the population mean. This is most commonly represented
as follows:

Hy:p=p
where = actual true population mean
H, = hypothesized population mean (under H,)

In order to calculate a z-score, you would need to use the following formula:

x -, o
= here o.=—
o. TN

Why do we use the standard error? Z is a test for the sample mean. To test Ho, we want to cvaluate
the probability or likelthood of getting our result, x, if Ho is true. To do this, we need to see where x falls
on its sampling distribution. Now if the population standard deviation ts unknown, buc NV is large
(N >= 30), you can still use z, but you must substitute the sample standard deviacion for the population
standard deviation when calculating the standard error of the mean.

zZ

One Sample t Test

One sample t-test is a statistical procedure thart is used to knew the mean difference between the sample
and the knewn value of the population mean. In one sample t-test, we know the population mean. In
small samples (V < 30), sample standard deviations are biased estimates of their corresponding popularion
standard deviations. In other words, o does not estimate o perfectly — it is usually too small. We draw
a random sample from the population and then compare the sample mean with the population mean
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and make a statistical decision as to whether or not the sample mean is different from the population. In
one sample size, sample size should be less than 30. For example, we can use this when we take a sample
from the city and we know the mean of the country (population mean). If we want to know whether the
city mean differs from the countey mean and we want to compare the two means, we will use the
scatistical test known as the one sample t-test.

Thus, we simply adjust the standard error using something called degrees of freedom (in this case,
df = N = 1). Substituting these variations into the traditional z formula, we obtain the t test formula:

B s
i where I;—/m
One sample t-test and SPSS

In most of the statistical software, one sample t-test options are available. In SPSS, to perform the one
sample t-test, we use the following procedures:

1. Click on the "SPSS 16” icon from the start menu.

2. Click on the "open data” icon and select the “data one sample t-test.”

3. Click on the “analysis” option and select the “compare mean” option, from the analysis.
4

Select “one sample t-test” from the compare mean option. As we click on the one sample t-test, the
window will appear and this window is called the one sample t-test window. Now, in this window,
select the dependent variable and insert thern into the test variable box. Type the population mean
value in the test value box. Click on “option” and select the “percentage of confidence interval.” As
we click on the “ok” butron, the result table for the one sample t-test will appear in front of us.

Check Your Progress 1
Fill in che blanks:

I, The ... describes how to use sample data 1o accept or reject the null hypothesis.
2. A type Il error occurs when one rejects the ...,

30 A error is often referred to as a 'false posttive’.

5.3 HYPOTHESES TESTING OF MEANS WHEN
POPULATION STANDARD DEVIATION IS KNOWN

Test of Hypothesis Concerning the Equality of Standard
Deviation (Small Samples)

2 1

5 16, I
772, would become = under A,
5y ,G: 53 a

We have to test H, : g, = o, against g, > @, The statistic £=

follows F - distribution with v, (= » - 1) and v, (= n, — 1} degrees of freedom.
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Remarks:

1. We can write sf=-—1—Z(X”—)?])l= ! Sz LZ Z %J and

w1 -

ZXJ

> 1 =
$e B - R s (T - 20

. . $ , .

2. In the variance ratio F ==, we take, by convention the largest of the two sample variance as o;*.
s
2

Thus, this test is always a one tailed test with critical region at the right hand tail of the F - curve.

e,

3. The 100{1 — @)% confidence limirs for the variance ratio » are given by

i 2 2
P[—IL LIPS ]=1—a.

L=
Lo X
altl
Q
RS
[#]
P
LY
N oo
a
8

2
L)

Example 5.4: Two independent samples of sizes 10 and 12 from two normal populations have rheir
mean square deviations about their respective means equal to 12.8 and 15.2 respecrively. Test the
equality of variances of the two populations.

Solution: We have to test H, : 0, = 0, against G, > 0,
It is given thar §2 = 15.2, §? = 12.8, n =12 and r, = 10.

The unbiased estimates of respective population variances are

s==gx152_1658 and ¢ =Ex12.8=14.22.
b 2 9

>

16.58
F, =22 _1.166.
Thus, 14.22

raf

The value of F from tables at 5% level of significance with 11 and 9 4.£ is 3.10. Since this value is
greater than F_, there is no evidence against /.

Example 5.5: The increase in weight (in 100 gms) due to food A and food B given to two independent
samples of children was recorded as foflows. Test whether (i) mean weights and (i) standard deviations
of the two samples are equal.

Sample | : 6, 12, 10, 14, 12, 12, 10, 7, 5. 7.
Sample I1: 9. 11, 8, 5, 6, 12, 7, 13, 10.

Solution: We shall first test H, : 0, = 0, against 0, > 0,

The means of the samples are X, =?—3 =9.5 and X, =%1 =9.0, respectively.

[}
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. 2
We can write §; =

n ( X;‘ _\ Xz ‘n _
: LZ - :J=Z X = 1,2)

A L A mn-1 n-
1 8 Y
Thus, we have 5 = 2__12,(9.? =9.39 and s =7—82——9-x 9% = 7.50.
9 9 © 8 8
Further, the test statistic is F=—3-i§—3-=1.25.

The critical value of F at 5% level of significance and (9.8) 4.f is 3.39, therefore, there is no
evidence against H,. Hence, o, and o, may be treated as equal.

To west M : g, = p, against H_; 4 # pi,, we note thar samples are small, s-test is to be used. Since
0, = 0,= o(say), is unbiased estimate is

§=J(m ~1)st +{n, -1)s =\Fx 9.39+8x7.50 oo

mtn—2 10+9-2

_E X[ Can _Jos—9.0) lox9 _
s m+n, 292 V10+9

0.37.

The test statistic is £,

The critical value of ¢ at 5% level of significance and 17 4 f is 2.11. Since this value is greater than
the calculated, there is no evidence against £ Thus, we conclude that the two samples may be regarded
ta have drawn from a population with same means and same standard deviations.

Test of Hypothesis Concerning Equality of Standard Deviations
(Large Samples)

It can be shown that when sample sizes are large, i.e., »,, n, > 30, the sampling distribution of the

2 2
_— . : . o, o,
saatstic 5, — §, is approximately normal with mean &, — o, and standard errar ;- +2—“. Therefore
B n n
1 2

(SI _Sz)_(cljcz)—N(D,l)

z=

or ¢ under H : 0, = a, = o.

N
o=+
\/2}1[ 2n,
Very often o is not known and is estimated on the basis of sample. The pooled estimate of o is
= nS! +nS;
m +m,

S

. Thus, the tesr staristic becomes


http:9x9.39+8x7.50
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z,= 5-5% :SI_-SZX fznlnz :
S 23 yik 2 b
2n, 2nm
Example 5.6: The standard deviation of a random sample of the heights of 500 individuals from country

A was found to be 2.58 inches and that of 600 tndividuals from country B was found to be 2.35 inches.
Do the data indicate that the standard deviation of heights in country A is greater than that in country 57

Solution: We have 1o test H : 0, = 0, against H, : 0, > o,

It is given that §, = 2.58, n, = 500, S, = 2.35 and n, = 600.

2 2
The pooled estimate of o is §= JSOO - 2'581 l:)goo L2

58-2, {
The test statistic is 2, = A x R 2.17
2.46 1100

Since this value is greater than 1.645, H is rejected at 5% level of significance. Thus, the sample

=2.46

evidence indicates that the standard deviation of heights in country A is greater.

5S4 HYPOTHESES TESTING OF MEANS WHEN POPULATION
STANDARD DEVIATION IS UNKNOWN

When o is not known, we use its estimate computed from the given sample. Here, the nature of the

sampling distribution of X would depend upon sample size n. There are the following two possibilities:
(i)  If parent population is normal and n < 30 {popularly known as small sample case), use ¢ - test. The
' 3 Z(Xi F X,)Z
unbiased esrimate of o in this case is given by s= =
””
Also, like normal test, the hypothesis may be one or two wiled.
(i1) If n 2 30 (large sample case), use standard normal test. The unbiased estimate of o in this case can

» since the difference berween 7 and n — 1 is negligible for large

be taken as §=
n
values of n. Note that the parent population may or may not be normal in this case.

Example 5.7: The yield of alfalfa from six vest plots is 2.75, 5.25, 4.50, 2.50, 4.25 and 3.25 tonnes per
hectare. Test at 5% level of significance whether this supports the contention that true average yield for
this kind of alfalfa is 3.50 tonnes per hectare.

Solution: We note that & is not given and n = 6 (< 30), .. r - test is applicable.

Using sample information we have

¥ = 2.75+5.25+4.50 -; 250+4.25+3.25 ~3.75.



http:2.75+5.25+4.50+2.50+4.25+3.25
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X, -3.75
0.25
X, | 275 5.25 450 250 4.25 3.25
w | -4 6 3 -5 2 =2
4 [ 16 36 9 25 4 4

= (X,- - 3.75)x 4

To calculate 5, we define ¥, =

From the above table Zuf = 94 . Therefore, s=0.25 %=1.08\5

We have to test H : u = 3.50 against H, : u # 3.50.

-
The test statistic D ¢ - distribucion with (n — 1) d.f
s/n

3.75-3.50
Thus, ¢, = =0.564
“ 1 1.085/6 l

Further, the critical value of ¢, from table at 5% level of significance and with 5 4.f is 2.571. Since
¢, is less than this value, there is no evidence against at 5% level of significance.

Example 5.8: Daily sales figures of 40 shopkeepers showed that their average sales and standard deviation
were Rs 528 and Rs 600 respectively. Is the assertion that daily sales on the average is Rs 400, contradicted
at 5% Jevel of significance by the sample?

Solution: Since n > 30, standard normal test is applicable. It is given that » = 40, X =528 and § = G0O.
We have to test H, : u = 400 against H, : u# 400.

528 — 40
=‘7‘1=1.35
= 1600/ /40

Since this value is less than 1.96, there is no evidence against H at 5% level of significance. Hence,
the given assertion is not contradicted by the sample.

5.5 HYPOTHESIS TESTING OF PROPORTIONS FOR LARGE
SAMPLES AND DIFFERENCE IN PROPORTIONS

Like the tests concerning sample mean, the null hypothesis to be tested would be either 7= 7 , i.e., the
proportion of successes in population is 77, or &, = ,, i.e., two populations have the same proportion of

successes. These tests are based upon the sampling distribution ef p, the proportion of successes in
sample and the sampling distribution of p, — p,, the difference berween two sample proportions.

Test of Hypothesis that Population Proportion is 7,

The null hyporhesis to be tested is A, : 7=, against H : 7= 7, for a two railed test and 7> or < 7,
for a one railed test. The test statistic is


http:1528-4001=1.35
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Test of Hypothesis Concerning Equality of Proportions

The null hypothesis 1o be tested is H, : 7, = 7, against H : m # 7, for a two tailed test and 1, > or
< 7, for a one tailed test.

i L
a(l-n)(m +n,)

where x is known. Often population proportion 7 is unknown and it is estimaced on the basis of

under the assumption that 7, = 7, = 7,

The test statistic is z,, =(P| - P )‘j

samples. The pooled estimate of p, denoted by p, is given by p= ".,:I :::Pz .
s
Thus, the test smatistic becomes z, =(p, - p,) ’ a i .
V2 (- )(m +n)

Remarks: 100(1 — @)% confidence limits of (7, — 7,) can be written as

, - 7)) £ 2, SElp, - p)

Example 5.12; In a random sample of 600 persons from a large city, 450 are found to be smokers.
In another sample of 900 persons from another large city, 450 are smokers. Do the data indicate that
the cities are significantly different with respect to the prevalence of smoking? Let the level of significance
be 5%.

Solution: We have to test H : 7, = m, 2gainst H : 7, = 11,

It is given that #, = 600, n, = 900, X = X, = 450,

X, 450 X, 4
P] =-.-_]=i= 0_75 and P.l: _2= 2: 0‘50
n 600 n, 900
450+ 450
The pooled estimate of 7, ic., 2 =0.6

T 600+900

600 x 900
=10.75-0.50], f————— =9.682
Thus, % =1075 l 0.6 % 0.4 %1500

This value is highly significant, therefore, H_ is rejected. Thus, the given samples indicate thac the
two cities are significantly different with regard to the prevalence of smoking.

Example 5.13: A company is considering two different television advertisements for the promotion of a
new product. Management believes that advertisement A is more effective than advertisement B. Two
test market areas with vircually identical consumer characteristics are selected ; advertisement A is used
in one area and advertisement B is used in the other area, In a random sample of 60 customers who saw
the advertisement A4, 18 tried the product. In a random sample of 100 customers who saw advertisement
B, 22 tried the product. Does this indicate that advertisement A is more effective than advertisement B,
if 2 5% level of significance is used?
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Solution: We have 10 test H, : 7, < m,against H : 1,> 7,

It is given that n, = 60, X, = 18, n, = 100 and X, =22

18 22
Thus, P :E:: 0.30 and PB = lﬁz 0.22.

Also, the pooled estimate of 7, ie,, p= ]812022 =0.25.
0x100
z,, =(0.30-0.22) T =1.131
0.25x%0.75x 160

Since this value is less than 1.645, there is no evidence against /4 at 5% level of significance. Thus,
the sample informatior: provides no indication that advertisement A is more effective than advertisement

B.

Remarks: As in the variable case, we can also test the hypothesis 7, = x, + & Since 7, # m,, pooling of
proportions is not allowed for the computations of standard error of p, — p,. The standard error in this
case is

PI(I“P1)+ pal-p2)
4| i

5.6 TWO SAMPLE TESTS FOR EQUALITY OF MEANS FOR
LARGE AND SMALL SAMPLES

Equality of Means for Dependent Samples

If random samples are obtained from each of the two normal populations, the sampling distribution of
the difference of their means is given by

L { J
Xa—xz"’NLP'l_l-"zi _I+—2J°
non

Case 1. If 5, and g, are known, use standard normal test.

(@) Torest H : py = M, against H 2y # '3 (two railed test), the test statistic is

. |(f| _fz)_(}-l: _p'z)i _ I)?l "Xz

- 2 2 2 2
\)°_|+.E; J0_1+ﬁ
o N BRoon

This value is compared with 1.96 (2.58) for 5% (1%) level of significance.

under H,

af


http:Zra1=(0.30-0.22
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Remarks:

. 100(I - @)% confidence limits for 4, — 4, are given by X -X +z SE

ail Xr}

If X, — X, - ¢- distribution, 2, is replaced by ¢ (n + n, - 2).

H
2. If the two sample are drawn from populations with same standard deviations, i.e.,

1
o, = 0,= O(say), then 5..6'1)?‘_’,?2)=tjv—+nL for problems covered under case I and
2

X. x) = S‘j— +— for problems covered under case II, large sample tests. Sis a poaled estimate

of 5, is given by

S = Z(X" ~ ‘j?l )2 +Z(X2* ~ ‘?2)1 — "1312 +"25:
n +n n+n,

Example 5.14: An investigation of the relative merits of two kinds of flashlight bacteries showed that a
randam sample of 100 batreries of brand X lasted on the average 36.5 hours with a standard deviation
of 1.8 hours, while a random sample of 80 barteries of brand ¥ lasted on the average 36.8 hours with a
standard deviation of 1.5 hours. Use a level of significance of 1% to test whether the observed difference
between average life times is significant.

Solution: Let X and Y denote the life time of flashlight batteries of rype X and type }’respeclivclly and lec
H,and g be their respective population means.

It is given that ¥ =36.5, Sy =18, n, =100, Y =36.8, S, =15, n,=80.

We have to test H : g, = g, against H : u .+ 4.

Since sample sizes are large (> 30), it is a large sample case.

|36.5-36.8]

Jl 8 1.5° 0.246
[E— + —_—
100 80

=1.219

The test sratistic is z =

Since this value is less than 2.58, there is no evidence against /f at 1% level of significance and thus,
the observed difference between average life times cannot be regarded as significant,

Example 5.15: Measurements performed on random samples of two kinds of cigarettes yielded the
following results on their nicotine content (in mgs)

Brand A : 21.4, 23.6, 24.8, 22.4, 26.3
Brand 8 : 22.4, 27.7, 23.5, 29.1, 25.8

Assuming that the nicotine content is distributed normally, test the hypothesis that brand B has a
higher nicotine content than brand A.

Solution: We have to vest H : u, > u, against H : p, < u,

Note that the rejection of //, would imply that brand B has a higher nicotine cantent than brand A.
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The means of the two samples are

5 _214+23.6+24.8+22.4+263

) : =237
i %, - 22.4+27.7+22.5+z9.1+25.a s
Also S{x.-X,) =1496and Y (X, -X,) =31.30

’14.96 +31.30
The pooled estimate of ois 5= 18.96+31.50 _ 2.40
54+5-2

(23.7-25.7) R
2.40 245
The critical value of # at 5% level of significance and 8 d.f is — 1.86. Since ¢_, is greater than this

value, it lies in the region of acceptance and hence, there is no evidence against at 5% level of significance.
Thus, the nicotine content in brand B is not higher than in brand A.

=-1.318.

Thus, the test statistic is £, =

Example 5.16: Two salesmen A and B are working in a certain district. From a sample survey conducted
by the head office, the following results were obtained. State whether there is any significant difference
in the average sales berween the two salesmen:

A B
No.of Sales 20 18
Average Sales (in Rs) 170 205

Standard deviavion(in B5) 20 25
Sobution: Since n,, n, < 30, it is a small sample case.
We have to test H : u, = p, against H @y, # u,.

Assuming that the two samples have come from the same population with 5.D. &, we find its
pooled estimate as

=23.12

o mSienS (20 x 20° +18 x 25°
“Amen-2 ¥ 36

L70-205] [20x18
Also ¢, =
2392 V20418
5% level of significance.

Example 5.17: The mean life of a random sample of 10 light bulbs was found to be 1456 hours with a
S.D. of 423 hours. A second sample of 17 bulbs chosen at random from a different batch showed a
mean life of 1280 hours with S.D. of 398 hours. Is there a significant difference berween the mean life
of the two batches?

= 4.66. This value is highly significant, therefore, H, is rejected at
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Difference between Proportions for Large Samples
Supposc we have two populations with proportions equal to P, and P,. Suppose further that we take all
possible samples of size n, and n,. And finally, suppose that the following assumptions are valid.

®  The size of each population is large relative to the sample drawn from the population, Thar is, N,
is large relative to n, and N, is large relative to n,. {In this context, populations are considered to
be large if they are at least 10 times bigger than their sample.)

®  The samples from each populszion are big enough to justify using a normal distribution to model
differences between proportions. The sample sizes will be big enough when the following conditions

are met: £, 210,n(1-A)210,n,P, 210, and n,(1 - £,) 210.

®  The samples are independent; that is, observations in population 1 are not affected by observadions
in population 2, and vice versa.

Given these assumptions, we know the following.

®  The set of differences berween sample proportions will be normally distributed. We know this
from the central limit theorem.

®  The expected value of the difference between all possible sample proportions is equal to the difference
between population proportions. Thus, E(p, - p,) = P, - P,.

®  The standard deviation of the difference between sample proportions (6,) is approximately equal to:

o, =sqrel (B(1-B)/ ]+ [B,(1- P} /n,] )

It is straightforward to desive the last bullet point, based on material covered in previous lessons.
The derivation starts with a recognition that the variance of the difference between independent random
variables is equal to the sum of the individual variances. Thus,

0; =0, =0; +0;

If the populations N, and N, are both large relative to n, and n,, respectively, then
ol =P(1-P)/n, And o;=PR(1-P)/n,

Therefore,

o) =[P(1-P)/n])+[P{l-P)/n,] And

6, =sqrif[P(1-P) /n) + [P(1 - %)/ n,]}
Example 5.19: Suppose the Cartoon Network conducts a nation-wide survey to assess viewer attitudes
toward Superman. Using a simple random sample, they select 400 boys and 300 girls to participate in
the study. Forry percent of the boys say that Superman is their favorite character, compared to thirgy

percent of the girls. Whar is the 90% confidence interval for the true difference in attitudes toward
Superman?

(A) O to 20 percent more boys prefer Superman
(B) 2 to 18 percent more boys prefer Superman

{C) 4 to 16 percent motre boys prefer Superman
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e  Compute margin of error (ME): ME = critical value * standard error = 1.645 * 0.036 = 0.06

®  Specify the confidence interval. The range of the confidence interval is defined by the sample
statistic + margin of error. And the uncerrainty is denoted by the confidence level.

Therefore, the 90% confidence interval is 0.04 to 0.16. That is, we are 90% confident that the true
difference between population proportions is in the range defined by 0.10 + 0.06. Since both ends of
the confidence interval are positive, we can conclude that more boys than girls choose Superman as their
favorite cartoon character.

Check Your Progress 2

Fill in the blanks:

1. Ifs5 and s, are not known, their ......... based en samples are used.
2. Often population proportion p is unknown and it is estimated on the basis of ............
3. Ifs and s, are known, vse .....oociiiiiiannnnl.

5.7 SUMMARY

1. Population Mean

(i) Compute, where when s is known or when s is unknown but n > 30.

(a) Reject H, if |2] > 22 when H, : m = m against H : m# m,
(b) Reject H, if 2> 2, when H :m < m, against H : m > m,
(c) Reject H, if z< — 2, when H : m 2 m_ against H, :m < m,

(i1) Compute, when s is unknown butr n < 30.

(@) Reject H, if |4 > ¢/2, (n~ 1) when H : m = m against H : m# m,
(b) Reject H, if ¢ > ¢,(n = 1) when H : m < m against H : m > m,
(c) Reject H if ¢<—¢,(n-1) when H : m 2 m against H : m < m,

2. Difference of Means

(i) Compute, where when s, and s, are known or when 5, and s, are unknown but n,, n, >30.

(a) Reject H if [2] > z/2 when H i m = m, againsc H : m 2 m,
(b) Reject H if z > 2, when H 1 m < m, against H_ : m > m,
(c) Reject H; ifz < —g, when H : m 2 m, against H :m < m,

(if) Compute, where and or compute (paired t-test), where, when s
n, < 30

, and s, are unknown but n,

(a) Reject H if |4 > 2/2, (n-1) when Hy: m = m, against H,: m = m,
(b) Reject H if t> ¢, (n—1) when H : m < m, against H, : m, > m,

(c) Reject Hyif t<—¢, (n-1) when H, : m, > m, against H, : m, < m,
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3. Proportion

Compute, where npy, n(l = p} > 5.

(a) Reject Hif |2] > 2/2 when H: p = p, against H_: p ! p,
(b) Reject H if z> 2, when H 1 p £ p against H_ : p> p,
(c) Reject H if z<—2, when H, : p 3 p against H : p < p,

4. Difference of Proportions

Compute, where, and np,, ngq, np, ngq, > 5.

(a) Reject H, if |2[ > 2/2 when H :p = p, against H : p, # p,
(b) Reject Hy if z > 2, when H : p, < p, against H,: p > p,
{c) Reject H,if z< -z, when H :p 2 p, against H : p <p,

S. Standard Deviation
(i) Compute, when n < 30,
(a) Reject H, if & > 20.5a, (n - 1) (or < &(1 - 0.52)) when H, : s =5, against H : 513,

(b) Reject H, if & > da, (n- 1) when H : 5 £ 5 against H : 5> 5,

(c) Reject Hif & < da, (n-1) when H : 525 against H :s5< 5
(i1) Compute, when n > 30.

(a) Reject Hif |z > 2/2 when H : s = s against H :s5# 5,

(b) Reject H, if 2 > 2, when H, : s < 5, against H, : 5> 5,

(¢} Reject H, if 2 < —12, when H : 525 against H, 15 <3s,

5.8 KEYWORDS

® Hypothesis ® Onec-railed

e Two-tailed ® Null hypothesis
® Analysis plan ® P-value

e Significance level ® Type [ error

® Type Il error

5.9 REVIEW QUESTIONS

1. A manufacturer of ball-point refills claims thar the manufactured refills have a mean life of 40
pages with a S.D. of 2 pages. A purchasing agent selects a sample of 100 pens and puts them for
test. The mean writing life for the sample was found to be 39 pages. Should the purchasing agent
reject the manufacturer’s claim at 5% level of significance?

2.  Ceruain motor oil is packed in tins holding S litres each. The filling machine can maintain this but
with a $.D. of 0.15 litre. Two samples of 36 tons each are taken from the production line. If the
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squares of deviations from mean equal to 250, were obtained from two normal populations. Test ar
5% level of significance whether the two samples can be regarded to have come from the same
population?

13. Test the hypothesis that 5 = 8, given that § = 10 for a random sample of size 51. Also construct
95% confidence interval for s.

14. The standard deviation of a random sample of 25 observations from a normal population was
computed to be 8.

(i) Test the hypothesis that pop;xlation standard deviation is 12.
(i) Construct a 95% confidence interval for the population variance.
15. A random sample of 20 observations shows a standard deviation of 6.
(i) Test the h'ypothe;is. that population standard deviation is greater than 7.

(i) Obrain 95% fiducial limits of population standard .deviacion.

Answers to Check Your Progress

Check Your Progress 1
1. Analysis plan

2. Alternative hypoth-esis_

3. Typel

Check Your Progress 2
1. Estimates

2. Samples
3. Standard normal test
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6.1 CHI-SQUARE TEST OF INDEPENDENCE

We know that if X is a random variate distributed normally with mean y and standard deviation @, then
2
- (X-n)

is a standard normal variate. Square of z, ie, 2 =T if distributed as 12- variate
o

with one degree of freedom and is written as % . Fusther, the value of %i, a squared value, will lie
berween 0 to , for z lying between — @ to ®. Since mest of the z-values are close to zero, the probability

density of 2 will be highest near zero. The X’ distribution with one degree of freedom is shown in
Figure 6.1.

Generalising the above result, we can say thar if X, X ...... X are n independent normal variates
each with mean 4 and standard deviations c,i=1,2, ... n, respectively, then the sum of squares

X‘ - 2
sz = Z(—'—zu'—)— isa X' variate with n degrees of freedom, i.e., X.. Thus, we can say that Xn is
o

i

sum of squares of n independent standard normal variate.

P || 14

Chi-square Test of
independence

Features of x* Distribution

1. The distribution has only one parameter, i.c., number of degrees of freedom or d.f
(in abbreviated form) which is a positive integer.

2. We may note that as che 4f increases, the height of the probability density function decreases.
The distribution is positively skewed and the skewness decreases as d.f increases. For Jarge values
of d.f,, the distribution approaches normal distribution. The curves for various d.f are shown in
Figure 6.1.

3. The mean of X,z,, Le., E(xf):nand its variance = 25, where n = d.f
4. Additive property

The sum of two independent x* variates is also a X variate with degrees of freedom equal ro the
sum of their individua! degrees of freedom.
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Mean and Standard Error of &

2

Since the random variable "—2— is a yl-variate with (n - 1) df,
a

2
therefore E[‘%SZ-:l=n-l or ;”1_5(52):"_1_

Thus, we have E(S:l)=n'—_1-crz

n

) | =
Further, if we define s° =———IZ(X,, —)()2 so that s° :_11__52’ we have
”—

n—

n—1 n—=1 n

E(s2)= % -E(SZ)=L-"—_1-Uz =g’ (See Remarks 2 below).

2
To find variance of $%, we make use of the fact that variance of =y is 2(» = 1). This implies thac

E ”—Sz-(n—l) 2 =2(n-1) or 1’1—5[52 nZl -czjz =2(n-’1)
a’ o* n

- E[SZ-E(SZ)T:Z(H:I)»U‘ or Var(52)=2 ”:1)-0‘
n n

Further, variance of s* = variance of [ ”1-52) . This gives
n—
2 2
-1
7 I'Var(52)= z z><2("2 )~o"= 2 -a'
(r-1) ”n n-1

(n-1)

Var(f ) =

Remarks:

1. The distributions of %2 and §* are based upon the assumption that the parent population is
normal. If the parent population is not normal, it is ot possible 1o comment upon the nature of
the distribution of the above statistics.

2. It will be discussed in the following chapter that when expected value of a staristic equals the value
of paramerer, it is said to be an unbiased estimate of the parameter.

6.2 THE STUDENT'S T-DISTRIBUTION

Let X, X ool X be n independent random variables from a normal population with mean = and
standard deviation s (unknown).

( 1
When s is not knowan, it is estimarted by s, the sample standard deviarion L‘": \/”':Z(X: - X)IJ .
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Standard Normal Distribution
t distribution with 10 4.f.

t distribution with 4 4.f.

l

o tand z

t-distribution

6.3 SNEDECOR'S F- DISTRIBUTION

Let there be two independent random samples of sizes n| and n, from two normal populations with

1 -\2 1 o \2
variances 0, and 0,” respectively. Further, let 5 = _"Z(Xu - Xl) and = __'Z(Xu - Xz) be
n—i n, —1

the variances of the first sample and the second samples respectively. Then F - statistic is defined as the

2
ratio of two X - variates. Thus, we can write

2 2 2
N -1
b () ) &
m -1 O )
F = 3 = 7 :-T
Eon, -1 ("2 ‘1)’2 ;("2_1) 5
Check Your Progress 1
Fill in the blanks:
1. The distribution has only one parameter, i.e., number of ................ which is a positive
integer.
2. The degrees of freedom are defined as the number of ..................... variables.

6.4 CHI-SQUARE TEST

Uses of X' Test

In addition to the use of y?in tests of hypothesis concerning the ssandard deviation, it is used as a test

of goodness of fit and as a rest of independence of two attributes. These tests are explained in the
following secrions.
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6.5 PRACTICAL IN EXCEL SOLVER SPSS

CHI-SQUARED GOODNESS-OF-FIT TEST
NULL HYPOTHESIS Ho: DISTRIBUTION FITS THE DATA
ALTERNATE HYPOTHESIS HA: DISTRIBUTION DOES NOT FIT THE DATA
DISTRIBUTION: NORMAL
SAMPLE: '

NUMBER OF OBSERVATIONS = 1000

NUMBER OF NON-EMPTY CELLS = 24

NUMBER OF PARAMETERS USED =0
TEST:

CHI-SQUARED TEST STATISTIC = 17.52155
DEGREES OF FREEDOM =23
CHI-SQUARED CDF VALUE = 0.217101
ALPHA LEVEL CUTOFF CONCLUSION
10% 32.00690 ACCEPT Ho
5% 35.17246 ACCEPT HO
1% 41.63840 ACCEPT Ho

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY,
AND EXPECTED FREQUENCY
WRITTEN TO FILE DPST1EDAT

R R NN NN A KRR RN LN NN TR E TN

** Normal chi-square goodness of fit test y2 **

LA AR A e E LR T R 2l dt e bl ittt Ed

CHI-SQUARED GOODNESS-OF-FIT TEST

NULL HYPOTHESIS H0: DISTRIBUTION FITS THE DATA
ALTERNATE HYPOTHESIS HA: DISTRIBUTION DOES NOT FIT THE DATA
DISTRIBUTION NORMAL
SAMPLE:

NUMBER OF OBSERVATIONS = 1000

NUMBER OF NON-EMPTY CELLS = 26

NUMBER OF PARAMETERS USED =0
TEST:

CHI-SQUARED TEST STATISTIC = 2030.784

DEGREES OF FREEDOM =25

CHI-SQUARED CDF VALUE = 1.000000

Conid...
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SAMPLE:
NUMBER OF OBSERVATIONS = 1000
NUMBER OF NON-EMPTY CELLS = 10
NUMBER OF PARAMETERS USED =0

TEST:
CHI-SQUARED TEST STATISTIC = 1162098.

DEGREES OF FREEDOM =9
CHI-SQUARED CDF VALUE . = 1.000000
ALPHA LEVEL CUTOFF CONCLUSION
10% 14.68366 REJECT Ho
5% 1691898 REJECT HO
1% 21.66600 REJECT HO

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY,
AND EXPECTED FREQUENCY
WRITTEN TO FILE DPSTi1EDAT

Check Your Progress 2
Fill in the blanks:

1. When the population is not completely specified, the degrees of freedom of would be further
reduced by the number of ......c......coiiiieiin estimated.

2.  When the degrees of freedom are greater than ...... oy s AL , the sampling distribution of is
normal with mean and standard error equal to unicy.

6.6 SUMMARY

An addition to the use of in tests of hypothesis concerning the standard deviation, it is used 2s a test of
goodness of fit and as a test of independence of two artributes. These tests are explained in the following

sections. Based on the size of sample more than 30 or less than 30, appropriate tests are chosen i.e. chi
square test. ~test can be used to test, how far the fitted or the expected frequencies are in agreement with

the observed frequencies. We know thar for large values of 7, the sampling distribution of X, the number
of successes, is normal with mean np and variance. There are two types of statistical test parametric rest
and parametric test. In parametric test distribution is considered as normal. Non parametric tests are
easy to use. [n data analysis researcher may wish to analyse one or more variable ar a time. Z test, T tests
are examples of parametric tests.

6.7 KEYWORDS

® Chi-square ® Ch-square test

® Degree of freedom
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6.8 REVIEW QUESTIONS

1. ‘Whar is meant by Significance level?

2. Whar is chi square test of independence?
3.  Whart do you understand by Degree of freedom?
4

‘What 1s chi square goodness fir?

Answers to Check Your Progress

Check Your Progress 1
1. Degree of freedom

2. Independent random

Check Your Progress 2
1. Paramerer

2. 30
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7.1 INTRODUCTION

Analysis of variance is an extension of the test of significance of the difference berween two population
means to the case involving simultaneous comparison of more than two means. Since this comparison is
based on the comparison of variances estimated from different sources, the method is called the analysis

of variance (ANOVA).

The technique of analysis of variance was introduced by Sir Ronald A. Fisher. It is essentially a
method of partitioning total variation of observations into different sources of variation. This technique
was initially used in agricultural research but now it is popular in almost every area of social as well as
natural sciences. '

Suppose that the manufacturer of a washing powder wancs to assess the effectiveness of the three
schemes of advertising, say A, B and C. For this purpose, he selects a random sample of 20 distributors
which are known to be similar with regard to sales. Out of these he selects, say, 5 distributers at random
and assigns the advertising scheme A in areas covered by them. Similarly, we assume that he assigns the
advertising scheme B in areas covered by a random sample of 7 distributors and the advertising scheme
C in areas covered by the remaining 8 distributors. Since all the distributors are assumed to be similar
with regard o sales, the means sales of the three groups would | - _qual in the absence of advertisement.
With different advertisement for different group, their mean sales may or may not remain cqual. Thus,
the null and the alternative hypotheses can be written as H: p, = p, = p, and H: p,, p, and p, are not
all equal, respectively. Here p, p1, and p, denote the mean sales in populations corresponding to groups
1, 2 and 3 respectively.

The above example can be generalised to the case of # groups (or methods of advertisement) each
consisting of n, distributors, i = 1, 2, ...... k. If X, denotes the sale of the j th distributor in the / th
group, the data on sale from all the distributors can he summarised in the form of following table.

Group Oébservations Total | Mean
1 Xurxu’ """ Xnn, T, —,
2 le'xzz"""'Xz.., T, Y;
k Xy Xproe L lEr X,
e
AlsoT=T +T, + ...... T, and X=;,wheren=n] 0, H n,.

In the terminology of the analysis of variance, a scheme of advertising is called a treatment and a
distributor is called an experimental unit. The planning of an experiment for the purpose of testing one
or more hypotheses is termed as The Design of an Experiment. A basic ool in most of the design of
experiments is known as The Analysis of Variance. In the above example, the experimental units are
randomly assigned to various treatments and therefore, the experimental design is also termed as completely
randomised design and the associated procedure for testing of hypothesis is termed as One-Way Analysis
of Variance.

In order to develop the technique of analysis of variance, we assume that the observations with in
the i th treaument group are distributed normally with mean p. and standard deviation o (i = 1, 2, ......
k). This assumption implies that although a treatment may affect the mean of the group, the dispersion
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of observations remain unaffected. Under the assumption that null hypothesis is true, Le., Hj : g, = p,
= v = W, = (say), each sample observation X, is a normal random variable with mean m and
standard deviation s. Note that the alternate te H, is that not all means are equal.
Decomposition of Total Variation
We can write X -X= X _)7,‘ -i-)_(J -X :(Xa _)?,) +()?' _)?)

Squaring both sides and taking sum over all the observations, we have

iji}[x, -X) =§§(xq-x‘)z+ég(z- X)+ 2%%()(,; X)X~ X)

We note that 22‘:"2(Xi, "?.)( _.- —f)"-‘ 22*()?' = J?)i:(x,, - )—('-,)= 0

=l y=1 i=] =l

q —
Since Z(Xq _X:):O, the sum of deviation of values from their mean.
J=1

Thus, we can write,

ko &

E3te -5 -$0n A E L5
G Zz(x‘, _xf =§§(x,- x)ﬂé (%~ X)

] Variation within groups Variasion between groups
i.e., Tosal variarion =

or unex plained variation or explained variation

7.2 NATURE OF THE TEST STATISTIC

We may note that it is possible to obrain three unbiased estimators of population variance &2, based
upon the three types of variations given above. For example, the unbiased estimator of 6? based on total

variation is given by
‘o

Py (X, - X) e (1)

7 -1 =1 y=]

Similarly, the unbiased estimator of o?, using variation within groups, is

5= ;,ZZ()% -%) e
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T2 80* T2 83’ ‘85

2= = 1600.00, 2 _585 =1722.25 =% =8 =1806.25
n 4 n, 4 n, 4

T2 {80+83+85)

—=—( 3+85) =5125.33

n 12

. T55=5288-5125.33 =162.67

TRSS =1600.00 +1722.25 +1806.25 —5125.33= 3.17

ESS =T855 -TRSS =162.67 —3.17 =159.50
Analysis of Variance Table

From the wble, we have

(b)

Coding Method

Source of 5 P 4 Moan S.S
Variation | 4™ of Squares | d.f. ean 5.5,
Between

’ TRSS=3.17 2 ff=ﬂ=1.585
Salesmen 2
Within 159.50

ESS=159.50 | 9 |4 = =17.72

Sulesen 5 5, 7.7

Total 785 =162.67 | 11

1.585

17.72

, \ there is no evidence against H.

On subtracting 20 from each observation, we can write

Salesmen | 15t Week | 2nd Week | 3rd Week | 41k Week | Total
A -4 1 -2 5 0
B 2 0 -5 6 3
C 3 4 -4 0 5
From the above table, we have
2 TZ 2
ZZX2 =168, —=9=0,T2 =2,—3 =§ and T— =ﬁ =E
n 4 n 4 ny 4 n 12 3
88
Further, 785 = 153—E=4—-— 162.67
3 3
2 16 27+ 64 8
and TRSS =0+ 9 _.2_.___ i.—s—_?’ 17.

4 3 12 12

The rest of the procedure is same as in the direct method.
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Analysis of Variance Table

Source of Variation S.S.. | d.f. MJS.S.
Berween Treatmient | 427.85| 3 sf = 4273'85 =142.62
Within Treatment | 32662 | 13 | sf = A =25.12
B 13
[
Total 754.47
From the above table, we have
5
14262 5.68>3.41
25.12

The critical value of £ for 3,13 4.f.and & = 0.05. Thus, H, is rejected at 5% level of significance.

7.3 TESTING THE SIGNIFICANCE OF REGRESSION USING
ANALYSIS OF VARIANCE

The analysis of variance technique can also be used to test the significance of regression coefficient. If

the firted regression line is Y. =a +4X,, we can write

s(r-7) = z(v-v )+ z(v,-7)
Unexplained SS] [ Explained SS or)

(Tom/ SS ) [
or Error $§

due to Regression

Thus, the analysis of variance table can be written as

Source of Variation | Sumof Squares | d_f. Mear 8§
i —\2 ,  RSS
Due to Regression | RSS= (Y, V) | 1 |si= ——=ASS
S.
Error ESS=TSS-RSS |n-2| « = B3
| n-2
Toal  TSS=Y(Y.-F) | n-1

2

5
From the above table, we have £ = ,—Z with 1, ( n - 2) d.f.

(ZY‘)I and

Remarks. To simplify calculations, we can write 755 = ZY,Z .
n

ESS= ¥ ~aQ Y.~ b3 XY Then, RSS = TSS - ESS.


http:F=--=5.68>3.41
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RSS = TSS - ESS = 2554.1 - 912.36 = 1641.74

Analysis of Variance Tabie

Source of Variation | Sum of Squares | d. f. MeanSS
Dueto Regression | RSS=164174 | 1 sz =1641.74
Error ESS=91236 | 8 |s?= %" =11405
Total 755=25541 | 9 '
1641.74

F=
Thus, 114.05

5.32. Therefore, H, : P = 0 is rejected at 5% level of significance.

=14.39. The value of F from tables for 1, 8 d.f. at 5% level of significance is

An important technique for analyzing the effect of categorical factors on a response is to perform an
Analysis of Variance. An ANOVA decomposes the variability in the response variable amongst the
different factors. Depending upon the type of analysis, it may be important to determine: {a) which
factors have a significant effect on the response, and/or (b) how much of the variability in the response
variable is attribucable to each factor.

Analysis of variance is an extension of the test of significance of the difference berween two population
means 1o the case involving simultaneous comparison of more than two means. Since this comparison is

based on the comparison of variances estimated from different sources, the method is called the analysis
of variance (ANOVA).

The technique of analysis of variance was introduced by Sir Ronald A. Fisher. It is essentially a

method of partitioning total variadon of observations into different sources of variation. This technique
was initially used in agricultural research but now it is popular in almost every area of social as well as

natural sciences.

7.4 TEST FOR DIFFERENCE AMONG MORE THAN TWO
SAMPLES

Kruskal-Wallis H Test

This extension of the Mann —Whitney U test to multiple samples is a nenparametric alternative to one-
way analysis of variance. It tests the null hypothesis thar the samples do not differ in mean rank for the

criterion variable. Because it takes rank size into account to a certain extent than just the above-below
dichoromy of the median test, discussed below, it is more influential and preferable when its assumptions

are met. The H test will make known if there are rank differences among multiple groups. For pairwise
comparisens, the Mann-Whitney test is suitable.

Median Test

Median Test also called the Westenberg-Mood median test; this is a more extensive but less powerful
altcrnarive to the Kruskal-Wallis H test for testing if hardly any independent samples come from the
st ilar population. It tests whether two or more independent samples differ in their median values for
a . aerion variable.
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Jonckheere-Terpstra Test

The Jonckheere-Terpstra tests for ordered differences among groups assumed to be prearranged ordinally.
As such it is a test for differences among a number of independent samples which is more powerful than
the Kruskal-Wallis H or median tests. It requires that the independent samples (the grouping variable)
be ordinally prearranged as well as that the tesc variable be ordinal. The J-T test tests the hypothesis
that as one moves from samples low on the ordering criterion to samples high on the criterion, the
within-sample degree of the test variable increases or decreases systematically. The null hypothesis in
the Jonckheere-Terpstra test is that the test variable does not differ berween groups.

Check Your Progress 1

Fill in the blanks:

1. Dara are entered as two separate variables, one for the dependent variable and one for the

..................

2. Analysis of variance is an extension of the ...........oouiine of the difference berween two population
means to the case involving simultaneous comparison of more than two means,

7.5 INFERENCE ABOUT A POPULATION VARIANCE

Most types of statistical inference focus on population means, as they are the simplest way of characterizing
a single population or comparing two or more populations. Inference on population variances is also

needed, to Place confidence intervals on or test for the size of the population vartance and to compare
vatiances from two populations.

Inferences for a Single Population Variance

1 a2
Recall: For data values y, . . ., 7, 2 point estimator of & is given by: ¢ = —~—lZ(yl -5
. ”-
Resule: 1€ Y, ..., Y area random sample from a My, ©) population, then the test statistic:
el (W =)
(e

®  This statistic is said to have chi-squared distribution with » — 1 degrees of freedom,

Properties of a y?(n— 1) Distribution

1. The distribution is skewed to the right.
The degrees of freedom completely specify which x’-distribution to use.

The mean of a y*(# — 1) is n — 1 (the degrees of freedom), with variance 2{n - 1).

LW N

x* random variables only take non-negative values.
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Assuming a normal population for the rebounding coefficient, we have n ~ 1 = 80 d.f.
:> xll S | xzu =
We are 95% confident that the interval above contains the true population variance &.

Note: This interval is not symmerric (i.c.: the sample standard deviation s = 4:84 is not in the

center).

This gives us a confidence interval for &. What about o Taking square roots, a 95% ClI for ¢ is

given by:

Hypothesis Testing

Totest H : ¢ = 020 versus H, the test statistic is:

(n—-1)$*

2

a

For the three alternative hypotheses, the P-values and rejection regions are given by:

Alternative Hypothesis  P-value Rejection Region

H:d<d X < x4 Reject A if x* < x2

H:d >0 XX > ¢%) Reject H_ if x* > %2,

H: o 6=, 2 minlPXC > x% P < 1] Reject H,if x? < x4 or 12> %},

where X? is a y*(» — 1) random variable,

The term & 0 is known as the hypothesized variance.
Back to the Basreball Example: We wished 1o test (for n — 1 = 80 d.f;; & = .05):
H, : d £ 2 (the purchaser’s requirements are met)

vs. H_: a> 2 (there is more variability than required):

0{4.
The test statistic here is: x? = 8 (24284) = 96.8

The rejection region is given by: Reject H_if x* > 101.88.

Conclusion: Since the p-value > @ (or since x* = 96.8 < 101.88), then we fail to reject H, at an

& = .05 level, and conclude we do not have enough evidence that o> 2.

Some Notes on the Assumptions for y*-Inferences

When working with the population mean, we saw that if the sample size 7 is large (n 2 30), then
even if the population distribution is not normal, the sampling distribution of the sample mean 7

is approximately norma! allowing the use of a #procedure.

'y
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®  Unfortunately, this does not carry over to inference on the popularion variance. Even if n is
large, if the population distribution is not normel, the chi-square inferences can be very poor
and should not be used. How can we compare two variances when the population distributions
are nonnormal?

7.6 INFERENCES FOR COMPARING TWO POPULATION
VARIANCES

The primary reason for wanting to compare two population variances is to test the homogeneous (equal)
variance assumption (i.e.: &, = &), to decide which type of r-procedure to use when performing

inferences on two population means.

This is less of an issue with two means as we can use the separate-variance stest. This will be an
imporeant issue when comparing more than two means (ANOVA).
Resuls: It X, - x*(n, — 1) and X, - x*(n, — 1), and X, & X, are independent, then the random

variable:

X /(n -1)

. "ls 1—‘)
X =l

and we say that this random variable has an F-distribution with df = », - | numerator degrees of
freedom and df, = n, — 1 denominator degrees of freedom.

Why is this result important? How will it help in performing inferences on two population variances?
Recall that for two sample problems, we generally assume that:

)] The two populations are normal.

(ii) The samples taken from these populations are independent.

Both of these assumptions are required for performing inferences on two population variances using
the result given.

Consider the following. We know from an earlier result in this handout:

(n, —Zl):, 1)

: independent 5 random variables

a

(n,~D)s; (since the samples are independent)
1 ~% (= 1)

4

% 2
(nl !1)‘{! /(”1 _1)

PP e o
o g _|si/o -F(df1=ﬂ.—1,df2=n2—1)( yt CJ
(_"_2‘,”’5_,(” -1 5 1o} Result

2
2
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Example 7.6: In the hypertension drug example, we had:

=5 s=249.3
% Sll From normal populations.
n, =7 s5,=584.0
=  We are 90% confident that chis interval contains the true ratio (9, / &) of standard deviations for
these populations.

Importance of Normality: For inferences on population means, the t-procedures used are robust to mild
departures from notmality due to the Central Limit Theorem.

®  Unfortunately, the assumption of normal populations is critical for inferences on population variances
via Y’-procedures or Fprocedures. :

®  These y*-& F-procedures are very sensitive to even mild skewness or oudying values.

The two tests for homogeneity of more than 2 popularion variances known as Hardey's test and
Levenc’s test. Hartley's test is based on the F-test outined for two population variances above, but is so
highly sensitive to departures from nonnormality that it is rarely used in practice. Levene's test is now
the standard test performed in an ANOVA for testing whether the population variances for the different
treatment groups are the same. This test will be presented in Stat 452 when the basics of analysis of
variance (ANOVA) are introduced.

7.7 ONE WAY ANALYSIS OF VARIANCE PRACTICAL IN
EXCEL

E}‘S)%e\éx% Lith an example: Maternal role adapration was compared in a group of mothers of low
birth-weight (LBW) infants who had been in an experimental intervention, mothers of LBW infants
who were in a control group, and mothers of full-term infants. The hypothesis was that mothers of
LBW infants in the experimental intervention would adapt to their maternal role as wel} as mothers of
healthy full-term infants, and each of these groups would adapt berter than mothers of LBW infants in
the control group.

¢  Open maternal role adaptation.sav.
®  Select Analyze/Compare Means/One-Way ANOVA.

®  Selecr maternal role adaptation for the Dependent List since it is the dependent variable. Select
group as the Factor or independent variable. Then click Post Hoc 10 see various options for
calculating mulriple comparisons. If the ANOVA is significant, we can use the post hoc rests to
determine which specific groups differ significantly from one another.
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(b) If so, which groups are significandy different from which others? Statistical tests are provided o
compare group means, group medians, and group standard deviations. When comparing means, multiple
range tests are used, the most popular of which is Tukey's HSD procedure. For equal size samples,
significant group differences can be determined by examining the means plot and identifying those
intervals that do not overlap.

Means and 95.0 Percent Tukey HSD Intervals

53 |- ' E 2 -

5 N _— d
g 83 I -
2 ! ¥ ]
3 - -
53 | »* ~

L * 4

53 | =) -

A 8 c b
materiai

7.8 TWO WAY ANALYSIS OF VARIANCE PRACTICAL IN
EXCEL SOLVER

Using a two-way analysis of variance, it is possible to test two hypotheses simultaneously. We can now
test H i R, = K, = Wy e and Hy, i m = my = my .., where p, gy, g e etc., denote means dt.le
to type | treatments and m,, m,, m, ...... eic., are the means due to type Il treatments. For example, in
addition to the testing of the hypothesis that mean sales due to different schemes of advertising are
equal, we can also test, simultaneously, another hypothesis, say, the mean sales due to different rypes of

after sales service are equal.

Let the number of type I trearments be # and the number of type Il treatments be £ Thus, we can
form £ x / distinct combinations (or cells) of the two types of treatments. Each of these cell is assigned
an experimental unit selected at random from # x / homogeneous units (the case of one observation per
cell). These cells can be placed in the form of a able having £ rows and / columns where its rows denote
different levels of type | treatments and its columns denote differenc levels of type Il treatment. For
convenience, we shall term them as row and column treaumens.
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ESS = 2538 — 1098 — 1206 = 234

Analysis of Variance Table

S
VZ;:::::{ Swm of Squares | d.f. | Mean S.S. F Value
Betw
N ss=198- |2 549 Tl
Cities | TSRS
B en !
oy RSS=1206 | 2 603 F=29_103

Brands | "7 585
Srvor ESS =234 4 58.5 -
Tosal 7SS = 2538

The value of F from table for 2, 4 d.f. at 5% level of significance is 6.94. Thus, both the null

hypotheses are rejected.

Check Your Progress 2

Fill in the blanks:

1 S Y Ra—— of variance is used when the dara are divided into groups according to only
one factor.
2. The primary reason for comparing two population variances is te test the .................. assumption

to decide which type of t-procedure to use when performing inferences on two population means.

7.9 SUMMARY

Analysis of variance is an extension of the test of significance of the difference between two population
means to the case involving simultaneous comparison of more than two means. [nference on population

variances is also needed, to Place confidence intervals on or test for the size of the population variance
and to compare variances from two populations.

A one-way analysis of variance is used when the daca are divided into groups according to only one
factor. The questions of interest are usually: (a) s there a significant difference berween the groups?, and
(b) If so, which groups are significantly different from which others? Statistical tests are provided to
compare group means, group medians, and group standard deviations,

7.10 KEYWORDS

¢ ANOYA ® Population variance

® Inference ® One-way analysis of variance

® Two-way analysis of variance
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7.11 REVIEW QUESTIONS

¥

Explain the meaning of the analysis of variance. Write down the one-way analysis of variance table
for testing the homogeneiry of £ groups.

What type of null hypothesis is tested using analysis of variance? State basic assumptions of chis
analysis.

Explain the significance of the analysis of variance. What is the role of F distribution in this analysis?

Explain the nature of a twa-way analysis of variance. Write down a general ANOVA uble for a
two-way classification.

Four varicties of rice were grown on each of the four beds of three identical plots. The output (in
quintals) of different varieties is given in the following table: Test whether the mean yield of
different varieties of rice is significantly different.

The daca regarding life (in '00 hours) of three types of bulbs manufactured by a company are
given in the following table. Test the hypothesis that mean life of bulbs of different cypes are same.

Al16 18 19 [
Typeof Bulbs | B | 14 13 15 20
cl18 17 19 21 2

The Amrit Merchandising Company wishes to test whether its three salesmen A, 8 and C, tend 1o
make sales of the same size or whether they differ in their selling ability as measured by the average
size of their sales. During the last week there have been 14 sale calls, A made 5 calls, B made 4 calls
and C made 5 calls. The weekly sales (in Rs) recorded for the three salesmen are given below.
Perform the analysis and give your conclusions.

A : 300, 460, 300, 500, 0 ; B : 600, 300, 300, 400 ; C : 700, 300, 400, 600, 500.

In an experiment conducted on a farm in a certain village of Rajasthan, the following information
was collected regarding the yield in quintals per acre of 6 plots of wheat. Three out of six plots
preduced Sharbati wheat and the remaining three produced Australian wheat. Set up an analysis
of variance table and find out if the variery differences are significant. Test at 5% level of significance.

Yield in guintals
Sharbati 10 15 1
Australian 13 12 17

The three samples given below have been obrained from three normal populations with equal
variance. Test the hypothesis that the population means are equal at 5% level of significance.

Sample I: 6 8 5 12 9,
Sample II: 5 3 8 7 iy
Sample i1110 7 11 10 12,

(The value of F0.05 with 2, 12 d.f. = 3.89.)

The following table illustrates the sample psycholagical health ratings of corporate executives in
the field of Banking, Manufacturing and Fashion retailing:



11.

12.

13.
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Banking . 41 53 M4 5 43
Manufacturing . 45 51 48 43 39
Fashion Retailing . 34 44 46 45 51

Can we consider the psychological health of corporate executives in the given three fields to be
equal at 5% level of significance?

A sample of seven observations corresponding to the regression model, ¥ = 2 + 46X + €, where
Y = profit (percent of turnover) and X = capital employed (Rs crores), gave the following data :

(a) Estimate the regression line of profits (¥) on capital employed (X).

(b) Prepare an analysis of variance table and use it to test the significance of regression at 5%
level of significance.

(c) Find r2 and interpret its value.

The following data represent the number of umits of a commodity produced by 3 different workers
using 3 different types of machines:
Machines
Workes A B C
X 16 64 40

Y 56 72 56
z 12 56 .28

Test: (i) Whether mean productivity is same for the different types of machines, and (ii) whether
the three workers differ with respect to mean productivity.

In a certain factory, production can be accomplished by four different workers on five different
types of machines. A sample study, in the context of a two-way design without repeated values, is
being made with two fold objective of examining whether the four workers differ with respect to
mean productivity and whether the mean productivity is same for the five machines. The researcher
involved in this study reports while analyzing the gathered data as under:

(1)  Sum of squares for variance between machines = 35.2
(i)  Sum of squares for variance between workers = 53.8
(iii) Sum of squares for total variance = 174.2

Set up an ANOVA uwble for the given information and draw the inferences about the variances in
mean productivities at 5% level of significance.

Answers to Check Your Progress

Check Your Progress 1

1.
2.

Group Variable.

Test of significance
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8.1 INTRODUCTION

The tests of hypothesis, discussed so far, are known as parametric tests because these are based on the
assumption that the concerned sample has been obtained from a population with known values of its

one or more parameters. For example, the use of t-distribution to rest the H_ : p, = u, requires thac the
two samples are drawn from normal populations with equal variances. Similarly, the use of F-test in
analysis of vartance requires that various samples are obrained from normal populations with equal
variances, ecc. It should be pointed out that the validity of the results of a parametric test depends upon
the appropriateness of these assumptions. Thus, when these assumptions are not met, the parametric
tests are ne longer applicable.

In contrast to parametric tests, non-parametric tests do not require any assumptions about the
parameters or about the nature of population. It is because of this that these methods are sometimes
referred to as the distribution free methods. Most of these methods, however, are based upon the weaker
assumptions that observations are independent and that the variable under study is continuous with
approximately symmetrical distribution. In addition to this, these methods do not require measurements
as strong as that required by parametric methods. Most of the non-paramerric tests are applicable ro
data measured in an ordinal or nominal scale. As opposed to this, the parametric tests are based on data
measured at least in an interval scale. The measurements obtained on interval and ratio scale are also
known as high level measuremencs. A

Level of Measurement

(i) Nominal Scale: This scale uses numbers or other symbols ro identify the groups or classes to which
various objects belong. These numbers or symbolis constitute a nominal or classifying scale. For
example, classification of individuals on the basis of sex (male, female) or on the basis of level of
educacien (matric, senior secondary, graduate, post graduate), etc. This scale is the weakest of all
the measurements. :

(ii) Ordinal Scale: This scale uses numbers to tepresent some kind of ordering or ranking of objects.
However, the differences of numbers, used for ranking, don't have any meaning. For example, the
top 4 studencs of class can be ranked as 1, 2, 3, 4, according to their marks in an examination.

(i) Interval Scale: This scale also uses numbers such that these can be ordered and their differences
have a meaningful interpretation.

(iv) Ratio Scale: A scale possessing all the properties of an interval scale along with a true zero poinr is
called a ratio scale. It may be pointed out that a zero point in an interval scale is arbitrary. For
example, freezing point of water is defined at 88 Celsius or 320 Fahrenheit, implying thereby that
the zero on either scale is arbitrary and doesn’t represent toral absence of heat. In contrast to this,
the measurement of distance, say in metres, is done en a ratio scale. The rterm ratio is used here
because ratio cemparisons are meaningful. For example, 100 kms of distancé is four times larger
than a distance of 25 kms while 1000 F may net mean that ic is twice as hot as 50° F

It should be noted here chat a test that can be performed on high level measurements can always be
performed on ordinal or nominal measuremencs but not vice-versa. However, if along with che high
level measurements che conditions of a parametric test are also met, the parametric test should invariably
be used because this test is most powerful in the given circumstances.

From the above, we conclude that a non-parametric test should be used when eicher the conditions
about the parent population are not met or the level of measurements is inadequate for a parametric test.
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Advantages

The nen-parametric tests have gained popularity in recent years because of their usefulness in certain
circumstances. Some advantages of non-parametric tests are mentioned below:

1. Non-parametric tests require less restrictive assumptiens vis-a-vis a comparable parametric test.
2. These tests often require very few arithmeric computations.

3. There is no alternative to using a non-parametric test if the data are available in ordinal or nominal
scale.

4. None of the parametric tests can handle data made up of samples from several populations withour
making unrealistic assumptions. However, there are suirable non-parametric rtests available to
handle such data,

Disadvantages

1. It is often said that non-parametric tests are less efficient than the parametric tests because they
tend to ignore a greater part of the information contained in the sample. Inspite of this, it is
argued that although the non-paramecric tests are less efficient, a researcher using them has more
confidence in using his methodology than he does if he must adhere to the unsubstantial assumptions
inherent in parametric tests.

2. The non-parametric tests and their accompanying tables of signiftcant values are widely scattered
in various publications. As a result of this, the choice of most suitable method, in a given sitvation,
may become a difficult task.

8.2 THE MATCHED-PAIRS SIGN TEST

When the same individual is simultaneously observed with regard to two characteristics, we get a marched
pair. For example, a survey of obuaining the opinions of persons regarding two brands of detergents, say X
and Y. Given a sample of marched pairs, we can rest which of the two detergents is preferable.

The Test Statistic

Let there be 7 matched pairs (X, ¥), 7= 1, 2, ...... n, in the sample, where X, and Y, are the ranks of the
respective item X and Y by the / th individual. We associate a plus sign 1o a pair if X > ¥, a minus sign

Number of plus signs

if X < ¥ and discard it if X = ¥. Ler p be the pmpcl).rtioﬁ of plussigns, i.e., # = Total number of matehed pairs

Let m be the proportion of plus signs in the population, i.e., the proportion of individuals having

preference for X. We note that if more individuals have preference for X, then 7t>~2-. Similarly, the

indifference of the individuals is indicated by 1t=%. In general, we can test H : m = or < or > W, where
7, denotes proportion of individuals having preference for X.

It can be shown that p is a random variable which approximately follows a normal distributien
n(l-n)

n

{(when 7 > 25) with mean ® and standard error
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Example 8.1: A random sample of 40 persons was selected to determine their preference regarding the
two brands of a new twoth paste, X and Y. Each persen used the two brands for one month and then was
asked to rank them by using arbitrary numbers. Their rankings, X and Y, were recorded as follows:

Peron v 4 2 3 4 5 p 7 8 9710 1Y 12 13 14 15 16 17 18 19 20
g 2R P s/ F e DE I e 3TN P38
Y, Wiy LD WGl bf r&lNge s 7 900 4 5 8 10N R 14

Peson : 21 22 23 24 25 26 27 28 29 30 31 32-33 34 35 36 37 38 39 40
X 212 20 F A4 2 [ 4 6 28,080 1 4 5 300 9 & 'S 10 1 25
Y :15 40 2 2 1 4 4 7 "25 200720 3 6 40 15 15 & «@ 18 30

Test the hypothesis that more than half the population prefer brand X 1o Y.

Solution: We have o st - i TCS% against f : 1't>%

We assign a plus sign to a pair if X'> ¥, a minus sign if X< Y and discard the pair if X = Y. Proceeding
in this manner, we find that die number of positive signs in the given sample is 14. Also the total
number of pairs, after discarding the cases where X = ¥, is n = 36. Thus, we have

4 fi g
i *-r = |—x—x— =0.083
? 7 and the standard ecror of p, Le., O, 22 36

iG |
Now z= Z)G_!EH{; =-1.339.. Since this value is greater than - 1.645, there is no evidence against
043

at 5% level of significance. Thus, the sample evidence does not support the view that more than half of
the population prefer A 1o V.

8.3 WILCOXON MATCHED-PAIRS SIGNED RANK-SUM TEST

This test is a variant of the Wilcoxon Signed Rank Test and can be used to test the hypothesis regarding
the equality of medians in paired samples.

The Tese Statistics

Various steps for the calculation of test staristics are as follows:

(i)  For each pair, calculate the difference d = X - ¥,

(1) Omit al! observarion(s) with equal values and reduce the sample size accordingly.
(iti) Rank these diffetences in ascending order without regard to their signs.

(iv) The cases of tied tanks are assigned ranks by the average method.

(v) Find 7, and T , where 7, is the sum of ranks with positive 4 and 7 is the sum of ranks with
negative d.
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The mean and standard error of the statistic are p, = L1 162.5 and o, = é%ﬁl =372
—162.
= |57'317'—25| =2.84 >1.96. Thus, H is rejected at 5% level of significance.

Check Your Progress 1
Eill in che blanks:

1. Most of the non-parametric tests are applicable to data measured in a ................

T R s ase scale also uses numbers such that these can be ordered and their differences have
a meaningfu! interpretation.

3. it is often said thar non-parametric tests are less efficient than the ........ccoocoiiiiinniiiiinn

8.4 MANN WHITNEY WILCOXON TEST

This test is used to test the hypothesis that two independent samples have come from two papulations
with equal means or medians. The test can be a one or a two tailed test. The basic assumption of the test
is that the distributions of the two populations are continuous with equal standard deviations.

The Test Statistic

Let n, and n, be the sizes of the samples taken from populations 1 and II respectively. Various steps for

obraining the test statistic are as follows:
(i) Rank all the », + n, observations, arrange in ascending order.
(i) Find R, and R, where R denotes the sum of ranks of the i th sample_ (=1, 2).

It can be shown that when each n, or », is at least 10, the distribution of R, (or R)) will be
approximately normal with mean

1 )
p’i - ul("’i _;nz—+ )kﬂr Pz .—_—nz ("] _;nl 2 )

mn, (nl +n, +])
12

Example 8.3: For a random sample of 10 pigs, fed on dier 4, the increase in weights, in pounds, in 2
certain period were : 10, 6, 16, 17, 13, 12, 8, 14, 15, 9.

and standard error o= . (Note : S.E. is same in both cases)

For another sample of 12 pigs, fed on diet B, the increase in weights, in pounds, were : 7, 13, 22,
15, 12, 14, 18, 8, 21, 23, 10, 17.

Test the hypothesis that mean increase in weight is more for the pigs fed on diet B.
Solution: It is given that #, = 10 and n, = 12.

We have to test /1 p, 2 p, against g, < py.
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The ranking of the sample observations is done in the following table.

Sample ] |10 6 16 17 13 12 8 14 15 9
Ranks |65 1 16 17.5 105 85 3.5 125 145 5 95.5
Sample /I | 7 13 22 15 12 14 18 8 pAREY ) I
Ranks 2 05 21 145 85 125 19 85 20 22 65 175

From the above table we get R = 95.5.

AT B s e e e ey
2 12

95.5-115
==
15.2

=-1.28> -1.645.

Thus, there is no evidence against / at 5% level of significance.

8.5 THE KRUSKAL-WALLIS TEST

This test is used to determine whether k independent samples can be regarded to have been obtained
from identical populations with respect to their means. The Kruskal-Wallis Test is the non-parametric

counter part of the one-way analysis of variance. The assumption of the F-test, used in analysis of
variance, was that each of the k populations should be normal with equal variance. In contrast to this,
the Kruskal-Wallis tesc only assumes that the k populations are continuous and have the same parttern
(symmetrical or skewed) of distribution. The null and the alternative hypotheses of the Kruskal-Wallis

test are.
H:ip =p = = p, (i.e, means of the & populations are equal)
H : Norall p's are equal.

The Test Statistic

The compuration of the test statistic follows a procedure that is very similar to the Mann-Whitney
Wilcoxon test.

(i) Rank all che 5, + Py + o + B, = observations, arrayed in ascending order.

(i) Find R, R, ...... R, whcrc R is the sum of ranks of the i th sample.
The test statistic, denoted by H, is given by

12 (R R R
n(n+l)L?+ n2+ ----- +—"~:J—3(n+l)

It can be shown that the distribution of A is ¢’ with £ — 1 d.f, when size of each sample is at least

5. Thus, if H > x}_,, H, is rejected.
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Example 8.4: To compare the effectiveness of three rypes of weight-reducing diets, a homogeneous
groups of 22 women was divided into three sub-groups and each sub-group followed one of these diet
plans for a period of two months. The weight reductions, in kgs, were noted as given below:

I |43 32 17 &2 50 3.9
Diet Plans | J1 |53 74 83 55 67 7.2 85
A 114 2t 27 &1 15 47 43 35 04

Use the Kruskal-Wallis test to test the hypothesis that the effectiveness of the three weight reducing
diet plans are same at 5% level of significance.

Solution: It is given that n, = 6, n, =7 and n, = 9.

The total number observations is 6 + 7 + 9 = 22. These are ranked in their ascending order as given
below:

[ [125 9 65 17 14 11 70
Diet Plans | /1 | 15 20 21 16 18 19 22 131
| 3 5" 65 8 4 "% 125 10 1) 51

From the above table, we get R, = 70, R, = 131 and R, = 52.

R
22x23\ 6 7 9

The tabulated value of x? at 2 d.f and 5% level of significance is 5.99. Since H is greater than this
value, H, is rejected at 5% level of significance.

8.6 THE RUNS TEST FOR RANDOMNESS

The basic assumption in all staristical tescs is that the sample obtained from a population be random.
The runs test can be used to test whether a given sample is random or not.

A run is defined as a sequence of identical symbols which are preceded and followed by different or
no symbols at all. For example, suppose thar a sequence of two symbols, 4 and B, occurred as follows:

A BAA BA BBB AAA BB A
The number of runs in the above sequence are 9.

[t may be pointed out here that when there are # observations, where each is denoted by either
symbol A or by B, the number of possible runs would lie between and including 2 to n. A sample
having unusually small or large number of runs is considered as an extreme case and thus, cannot be
regarded as random.

Thus, 10 the test of randomness of a sample , we test H, : The sample is random against H, : The
sample is not random. These hypotheses indicate that when the number of runs is significandy large or
small, H, is rejected.


http:23=15.63
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Since this value is less than 1.96, there is no evidence against 5, at 5% level of significance. Thus,
the given sample may be treated as random.

Check Your Progress 2

Fill in the blanks:

1. The basic assumption in all statistical tests is that the sample obtained from a population be

2 test is used to rest the hypothesis thar two independent samples have
come from two populations with equal means or medians,

8.7 SUMMARY

1. The Runs Test for Randomness:

If n, is the number of symbols of one type and r, is the number of symbols of the other type such

that each of chem is at least 10 and n = n, + n, then the distribution of 7, the number of runs in

2 Ipn, —n
the sample, is approximately normal with p, = 2mm, +1 and g, =J—n‘n22—((5;)—) . The test of
n n\n-

significance is a two tailed test.

2. The Wilcoxon Signed Rank Test:

This test is used to rest whether the given sample can he regarded to have come from a population
n(n+1)
4

with a specified value of median. When 7 > 25, the statistic 7 is a normal variate with p, =

and o, =V!n(n+l)(2!!+l).

24

3. The Matched-Pairs Sign Tat: This test is used to rest the hypothesis that a proportion in populacion
is greater, less or equal to a given value. When »n 2 25, the distribution of the sample proportion of

o . : n(l-n
rankings is a normal variace with mean = #and o, =V[(—) .
n

4. The Wilcoxon-Matched-Pairs Signed Rank-Sum Test:
This test is used to test a one or a two tailed hypothesis regarding equality of medians. When » >

Fs n+1}(22+1
g, = ———( Z)‘E " )
5. The Mann-Whitney Wilcoxon Test:

This test is used ro rest 2 one or a two tailed hypothesis regarding equality of means or medians
when the two samples are independent.

n ' . . +1
25, the statistic 7 is a normal variate with p, =M and

When both r, and n, are at least 10, the rank sum R, or (R) is 2 normal variate with

_”1("1""‘1'*"1)r _"1("1“”‘:"'1)\ _ ”1"2("|+"1+I)
p,——i——torp,*——ﬂ_~2 J and G-JT.
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The Kruskal Wallis Test:

This test is a non-parametric counterpart of the one way analysts of varunce. The test statistic is

2 (R R’ R
e (n+1)L "1 """"""‘"—‘)‘3(’”‘1) . 3 x? variate with (k£ ~ 1) 4/ when zach sample size is
& ]
at leasc 5.

The Spearrnan's Rank Correlation Test:

The test statistic z=7yn~1 is a standard normal variate (» > 10).

The Kendalls Test of Concordance:

125 B - 3a k(1]

The test statistic is W — , a X* variate with (n — 1) 4./, when each sample

kn(n+1)
size is at least 8.
8.8 KEYWORDS
® Nominal Scale e Ordinal Scale
® Interval Scale #® Ratio Scale

8.9 REVIEW QUESTIONS

1.
2.

Distinguish between parametric and non-parametric methods for testng a swtistical hvpothesis.

What are the advantages and disadvantages of non-parametric methods as compared to parametric
methods in statistics?

The following figures are a sample of 35 observations. Find median of the data and mark each
measurement as A, if greater than it, or 8, if less than it. Use the runs rest 1o find whether the
sample is random, at 5% level of significance. E

37, 46, 33, 39, 59, 41, 49, 44, 51, 35, 41, 55, 27. 19, 35, 41, 49, 21, 35, 37, 53, 29, 49, 48,
35, 47, 31, 41, 29, 27, 49, 63, 37, 13, 20. ' LAV R,

The following are the number of units produced by a group of workers for 25 days. Use runs test
and median test to test whether the dara can be regarded as a random sample?

210, 180, 170, 240, 150, 215, 198, 181, 237, 209, 165, 176, 224, 201, 181, 252, 219, 154,
197, 235, 182, 167, 214, 221, 243.

A random sample of 50 cansumers rated brand X and brand Y of soft drinks on a scale of 1 to 4,
where 4 means the highest preference. The sumple dara paics had 33 plus signs, 15 minus signs
and 2 zeros. Perform the matched pairs sign test ac 59 level of significance 1w test the h) pothesis
that more than 60% consumers rate brand X higher to brand V.

To compare the price of a cerrain commodicy in two towns, tea shops were selected at random in
each town. The prices were recorded as fullows:
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TownA : 61 60 56 63 56 63 %9 56 44 62
TowrnB : 55 54 47 59 51 61 57 54 64 58

Use Mann Whitney Wilcoxon method to rest the hypothesis that average price is same in the two
towns.

To compare the average weekly power costs of two factories, independent samples of sizes 12 and
10 are taken from the records of last year. The observations are given below:

Facory ! ;201 225 209 192 190 210 229 223 207 215 198 212
Factory I1 : 182 167 240 190 182 200 185 165 187 184

Use Mann Whitney Wilcoxon method to test the assertion that weekly power costs are higher in
factory L.

A cooperative store is interested in knowing whether there is any significant difference berween
the buying habits of male and female shoppers. Samples of 14 males and 16 female shoppers gave
the following information:

Male ; 62 38 43 79 77 23 11 52 33 41 70 49 69 43
Female : 931 01 72 1181 00 45 68 72 47 83 921 06 63 66 85 8l

Use median test to verify whether there is any reason to suppose that the two populations are

different.

Three different methods of advertising a commodity were used and the respective samples of sizes
9. 10 and 10 identical outlets were taken. The increased sales (in Rs '000) were recorded as
follows:

Sample I : 92 79 77 93 9% 93 71 87 98
Sample fI : 95 76 84 85 B9 90 72 82 6B 83
Sample IIl . 81 91 75 80 78 94 100 86 88 &9

Use Kruskal Walli's method to test the hypothesis that mean increase in sales due to the three
methods of advertising is same.

Random samples of three models of 2 scooter were tested for the petrol mileage (the number of
kilameters per litre). Use Kruskal Walli test to determine if the average mileage of the three models
Is same.

Model A : 60 54 76 48 66 52 62 56
Model B © 62 58 52 48 70
Model C : 42 64 36 65 42 60 82



206 m Quantitalive Method

Answers to Check Your Progress

Check Your Progress 1
1.  Ozrdinal or nominal scale
2. Interval

3. Parametric test

Check Your Progress 2
1.  Random
2.  Mann Whitney Wilcoxon Test

8.10 REFERENCES AND FURTHER READING

e Lee, N., & Peters, M. (2021). Applied statistics for business and management using Microsoft Excel.
Wiley. ISBN: 9781292243578.

e Arnold, R. (2024). Quantitative methods for management. Oxford University Press. ISBN:
9780198744488.
Taha, H. A. (2022). Operations research: An introduction (11th ed.). Pearson. ISBN: 9781292266973.
Francis, A. (2020). Mathematics and statistics for business (7th ed.). Cengage Learning. ISBN:
9781408093829.
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9.1 INTRODUCTION

So far we have considered distributions relating to single characreristics. Such distributions are known
as Univariate Distribution. When various units under consideration are observed simultaneously, with
regaru to two characteristics, we get a Bivariate Distribution. For example, the simultaneous study of
the heights and weights of students of a college. For such data also, we can compute mean, variance,
skewness etc. for each individual characteristics. In addition to this, in the study of a bivariate distribution,
we are also interested in knowing whether there exists some relationship between two characteristics or

in other words, how far the two variables, corresponding to two characteristics, tend to move together in
same or opposite directions i.e. how far they are assoctated.

The regression equations are uscful for predicting the value of dependent variable for given value of
the independent variable. As pointed out earlier, the nature of a regression equation is different from the
nature of a mathematical equation, e.g., if ¥ = 10 + 2X is a mathematical equation then it implies that
Y is exactly equal to 20 when X = 5. However, if Y = 10 + 2X is a regression equation, then ¥ = 20 is an
average value of ¥ when

X =5.

9.2 TYPES OF RELATIONSHIPS

For a bivariate data (X, Y), i = 1, 2, ...... n, we can have either X or ¥ as independent variable. If X is
independent variable then we can estimate the average values of Y for a given value of X. The relation
used for such estimation is called regression of Y on X. If on the other hand Y is used for estimating the
average values of X, the relation will be called regression of X on Y. For a bivariate dara, there will always
be two lines of regression. It will be shown later that these two lines are different, i.e., one cannot be
derived from the other by mere transfer of terms, because the derivation of each line is dependent on a
different set of assumptions.

Line of Regression of Yon X

The general form of the line of regression of Y on X is YC = 2 + bX, where YC, denotes the average or
predicred or calculated value of ¥ for a given value of X = X. This line has two constants, # and 4. The
constant z is defined as the average value of Y when X = 0. Geometrically, it is the intercept of the line
on Y-axis. Further, the constant b, gives the average rate of change of ¥ per unit change in X, is known
as the regression coefficient.

The above line is known if the values of 2 and # are known. These values are estimated from che
observed data (X, ¥),i=1, 2, ... n

Note: It is important to distinguish between YC and Y. Whereas Y is the observed value, YC is a value
calculated from the regression equation.
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Lines of Regression

Using the regression YC =a+ 6XI., we can obuain ¥, Y. Y, corresponding to the X values X|,
X, ... X_respectively. The difference berween the observed and calculated value for a particular value
of X say X is called error in estimation of the i th observation on the assumption of a particular line
of regression. There will be similar type of errors for all the n observations. We denote by e.= ¥ - Y.
(i=1,2, ... n), the error in estimation of the i th observation. As is obvious from figure 9.1, ¢ will be
positive if the observed point lies above the line and will be negative if the observed point lies below the
line. Therefore, in order to obtain a figure of total error, ¢ are squared and added. Lec § denote the sum
of squares of these errors, i.e.,

s=3e=3 (1, -v.)

1=l i=1

Line of Regression of Xon Y

The general form of the line of regression of Xon Yis X_ = ¢ + dY, where X denores the predicted or
calculated or estimated value of X for a given value of ¥'= ¥, and ¢ and d are constants. & is known as the
regression coefficient of regression of X on Y.

In this case, we have 1o calculate the value of ¢ and d so that
§ = B(X - X_) is minimised.
As in the previous section, the normal equations for the estimation of ¢ and 4 are
IX. = nc+ dZY, e (1)
and IXY = cEZY + dZY? e (2)

Dividing both sides of equation (1} by 7, we have ¥ =¢+ dY .
This shows that the line of regression also passes through the point (i.?) Since both the lines of
regression passes through the point ()?,]’7.), therefore (?,]’7) is their point of intersection.

We can write ¢=X —4Y oo (3)
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{(a) Regression of Y un X

b="ZXV‘(ZX)(:ZY)_leas—ésxzo_us
ny X (LX) SxAls-(&)

Also, /\_’=45—5.=9 and )—’=£=4

Now a=Y -b6X=4-08x9=_32

.. Regression of Yon Xis ¥, =~ 3.2 + 0.8X
(b)  Regression of X on Y

B "ZXY”(ZX)(ZY)_ & Sx188—45x20 '
i -(Xy) 5% 90— (20}

Also, c=X-d¥ =9—-08x4=5.8

0.8

~. The regression of X on Yis X. = 5.8 + 0.8Y

(c) Coefficient of corvelation r= Jbd = JUBXUB=08

9.3 ESTIMATION USING THE REGRESSION LINE

We may recali that ¥, and X_ are the estimated values from the regressions of ¥ on X and X on ¥

respectively.
Consider the regression equation Y, —¥ = b(Xi - )?)

Taking sum over all the observations, we ger

S (v -7)= 65(X,- F)=0

= ZYQ—n?=U or Z:/G= _C=P_' sn(l)

Similarly, it can be shown that X =X . .

This implies that the mean of the estimated values is also equal to the mean of the observed values.

9.4 MEAN AND VARIANCE OF 'e' VALUES

(1) Mean of e values
We know thate = ¥ - V.
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Taking sum over all the observations, we have

Ze,. = Z(K —}”G)= Z]l”i - ZYG =0 [from equation (1)]

. Mean of ¢ values is equal to zero.
(i) Variance of e values

The variance of ¢, values, in case of regression of ¥ on X, is given by
St~ 2o =0 =T (11, ) - @
[Note that 3 (¥, ~¥, ) is the magnitude of unexplained variation in ¥ |
= L5 -F)-(x, - T
_2r-ry XS -X) w3 (% -X),-7)

a ] n

=ol +b'c - 2b- kol = o) - b0}

— 2 P F
=0, —r c,-cr,,(l—r)

Similarly, it can be shown that the mean of ¢, (= X — X ) values, in case of regression of X on ¥, is
also equal to zero, Furcher, cheir variance, i.e.,

S, =0} (] - rz)
Alternatively equarion (2) can be written as,
L1 Tre o,
Syx = 2V~ )Y = [Z¥ - aLY, 41 XY
n

Similarly, we can write,

1
Six =—[ZXi - eLX,- LXY]

Remarks:
The above expressions for the variance are based on the following:
(¥~ ) = X(F= )~ ¥)
S VY-S - Y)Y,
It can be shown that the last term is zero.
(Y, - V)Y, = BUY,~ F) - KX~ KT + b(X,~ X))
VLY, -FV)-bY X - X)+ bZ(X - XNY,- V) - FLX - X )
=0-0+#LX - XP-HFLX - XP=0
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Method of Least Squares

This is one of the most popular methods of fitting a mathematical trend. The ficted trend is termed as
the best in the sense that the sum of squares of deviations of observations, from it, is minimized. We
shall use this method in the fitting of following trends:

1.  Fitting of Linear Trend
2.  Fiting of Parabolic Trend
3.  Fiuing of Exponential Trend

Standard Error of the Estimate

The standard error of the estimate of regression is given by the positive square root of the variance of ¢
values.

The standard error of the estimate of regression of Y on X or simply the standard error of the

estimate of Yis given as, §, , =0, V1-7r°.

Similarly, §, | = o, J1—r? is the standard error of che estimate X.

Remarks:

According to the theory of estimation, o be discussed in Chaprer 21, an unbiased estimate of the
variance of ¢, values is given by

é Yo
i R B

. The standard errors of the estimate of ¥ and that of X are written as

5, =0y ’(Tj—zj(l—rz) and 5, , =0, (HT”Z)(I— rz) respectively.

Note that difference between these standard errors tend to be equal to the standard errors for farge
values of #. In practice, the value of # > 30 may be treated as large.

Example 9.2: From the following dara, compute (i) the coefficient of correlation between X and Y,
(i1) the standard error of the estimate of Y:

Zx1=24 Z_yl=42 Z.tjy =30 N =10, where x=X-X and y=Y -V

Solution: The coefficient of cotrelation between X and Yis given by

D 2. S NP
B EE

The standard error of the estimate of Y is given by (n < 30)

; _\/(1-#)2;3 J(1—0.9:1)><42=0.?9

Lt n—2 -
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Example 9.3: For 100 items, it is given that the regression equations of Yon X and X on Yare 8X - 10Y
+ 66 = 0 and 40X — 18Y = 214 respectively. Compute the arithmetic means of X and Y and the
coefficient of determination. If the standard deviation of X is given to be 3, compute the standard error
of the estimate of Y.

Solution:

(a) The means of X “nd Y: Su -e the lines of regression pass through the point ()?.17) , the simulraneous

solution of the given 1-gression equations wou' | give the mean valuesof X: 'd Yas ¥ =1_,Y =1 .

(b)  The coefficient of determination: We assume hat 8X - 10Y + 66 = O is the gression of Y on X and
40.X~ 18Y = 214 is the regression of X on ¥. Thus, the respective regression coefficients 4 and d are
8 18

given by 1o and %0

8 18
.. The coefficient of determination 7 = bd = E x—=10.36

40

(c)  The standard errov of the estimate of ¥: We know that 6, , =0, V1-r".

To find 5, we use the relation 6=rxo—"
S,
9 3 bo 8 5
Also J'1=—2'; r=-5'Thus. G, = rx=ﬁx§)(3=4

Hence, &, , =4/1-0.36=3.2
Check Your Progress 1

Fill in the blanks:
1. The general form of the line of regression of Y on Xis ....ocevvnieene.
2. The term regression was first introduced by .....oeeviniiiiiinnnn, in 1877

9.5 DEFINITION OF CORRELATION

Various experts have defined correlation in their own words and their definitions, broadly speaking,
imply that correlation is the degree of association between two or more variables. Some important
definitions of correlation are given below:

i« . e : : _
(1) “If two or more quantities vary in sympathy so that movements in one tend to be accompanied by
cotresponding movements in other(s) then they are said t be correlated.”

—L.R. Connor
(it) “Correlation is an analysis of covariation berween two or more variables.”

-AM. Turle


http:4~1-0.36
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Solution:

L '42
(i) (a) Consider » = 10 and r = 0.4, Thus, P.E.(r)=0.6745x L \/(116 =0.179 and

6 PE = 6 x 0.179 = 1.074. Since |< 6 PE, ris not significant.

AN
(b) Take n =10 and r = 0.9. Thus, P.E.=0.6745 XI_\/(I)_: =0,041 and 6 PE = 6 x 0.041

= 0.246. Since |r|> 6 PE., r is highly significant.

1-0.4°
(i1) (a) Take n =100 and r = 0.4. Thus, 6P.E.=‘X0.6745£E‘)=0.34

Since [A> 6 PE, r is significant.

1-0.9*
(b) Take » = 100 and r = 0.9. Thus, 6P.£.:6x0.6745£ﬁ)= 0.077

Since (4> 6 PE, r is significant.

9.6 REGRESSION AND CORRELATION ANALYSIS

As in case of calculation of correlation coefficient, we can directly write the formula for the two regression
coefficients for a bivariate frequency distribution as given below:

. sz.f;jx.‘y, “(Zf:X,)(Zfl'yJ)
NT X -(ZAX)
A Y,-B

e
S and v, =—L—

or, if we define », =

oAV fu, (S ) s
| NEm-(Cm) ]
Similarly d= NZZf;jX‘Y’ _(Zﬁx' )(Zf}'}’!)
| NE A - (W)
e ;,"NZ Y, _(Zf:"v‘)(zf}'”;)]
- N i-Tr) ]

Example 9.6: By calculating the cwe regression coefficients obtain the two regression lines from the
following data:






http:5(-2)=7.19
http:10(-2)=14.73
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Also, r=X-dY =14.73 + 1.32 x 7.19 = 24.22

Hence, the regression of X on ¥ becomes X, = 24.22 - 1.32Y

Check Your Progress 2

Fill in the blanks:
1.  -eeeveiiiiieceei......is an analysis of co-variation between two or more variables.

2. trererierieenceeenieneens.nd does not give any idea about the existence of cause and effect relationship
between the variables.

9.7 SUMMARY

The regression equations are useful for predicting the value of dependent variable for given value of the
independent variable. As pointed out earlier, the nature of a regression equation is different from the
nature of a mathematical equation, e.g., if ¥ = 10 + 2X is a mathematical equation then it implies that
Y is exacdy equal to 20 when X = 5.

However, if ¥ = 10 + 2Xis a regression equation, thea Y = 20 is an average value of ¥ when X = 5.

The term ‘Regression’, originated in this pardcular context, is now used in various fields of study,
even though there may be no existence of any regressive tendency.

For a bivatiate data (X, ¥), i = 1, 2, ...... n, we can have either X or Y as independent variable. If X
is independent variable then we can estimate the average values of Y for a given value of X. When the
relationship is of a quantitative nature, the appropriate statistical tool for discovering and measuring the
relationship and expressing it in a brief formula is known as correlation.

So far we have considered distributions relating to single characteristics. Such distributions are
known as Univariate Distribution. When various units under consideration are observed simultaneously,
with regard to two characteristics, we get a Bivariate Distribution. For example, the simultaneous study
of the heights and weights of students of a college. For such data also, we can compute mean, variance,
skewness etc. for each individual characteristics. In addition to this, in the study of a bivariate distribution,
we are also interested in knowing whether there exists some relarionship between two characteristics or
in other words, how far the two variables, corresponding to two characteristics, tend to meve together in
same or opposite directions i.e, how far they are associated.

9.8 KEYWORDS

o Correlation ® Spearman’s Rank correlarion
® Standard Error e Covariance
® Coefficient of determination ® Regression analysis

9.10 REVIEW QUESTIONS

1. Distinguish betrween correlation and regression. Discuss least square method of ficting regression.




10.

11.

12
13.
14.

15.
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What do you understand by linear regression? Why there are two lines of regression? Under what
condition(s) can there be only one line?

Write a note on the standard error of the estimate,

The regression line gives only a ‘best estimate’ of the quantity in question. We may assess the
degree of uncertainty in this estimate by calculating its standard error. Explain,

Given a scatter diagram of a bivariate data involving two variables X and ¥. Find the conditions of
minimisation of and hence derive the normal equations for the linear regression of ¥ on X. What
sum is to be minimised when X is regressed on ¥? Write down the normal equation in this case.

What is the method of least squares? Show that the two lines of regression obtained by this
method are irreversible except when r = = 1. Explain,

(a) Define correlation between two variables.
(b) Define the concept of covariance, How do you interpret it?

Define correlation and discuss its significance in statistical analysis. Does it signify ‘cause and
effect’ relationship between the two variables?

{a) What do you understand by the coefficient of Linear correlation? Explain the significance and
limitations of this measure in any stadstical analysis.

(b) Write down an expression for the Karl Pearson’s coefficient of linear cotrelation. Why is it
termed as the coefficient of linear correlation? Explain,

(a) Describe the method of obtaining the Karl Pearson’s formula of coefficient of lincar correlation.
What do positive and negative values of this coefficient indicate?

(b} Does 2 zero value of Karl Pearson’s coefficient of correlation between two variables X and ¥
imply that X and Y are not related? Explain.

Define product moment cocfficient of correlation. Whar are the advantages of the study of
correlation?

Show that the cocfficient of correlation, r, is independent of change of origin and scale.
Prove that the coefficient of correlation lies berween —1 and +1.

“If two variables are independent the correlation between them is zero, but the converse is nat
always true”. Explain the meaning of this starement.

Calculate the coefficient of correlation by Karl Pearson’s method for the following data relating to
the money supply (in crores of Rs) and deposic money with the public {in crores of Rs):

Mon Deposit Money Depasit
Year Suppl?; Mopncy Year Supply Money

1961 29 8 1966 46 15
1962 30 9 1967 50 18
1963 33 9 1968 54 20
1964 38 12 1969 58 21
1965 41 14 1970 70 25

Whar condusions do you draw?
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Answers to Check Your Progress

Check Your Progress 1
i. YCi =a+ bx.|

2.  Sir Francis Galron

Check Your Progress 2
1.  Correlation

2. Coefficient of Correlation

9.10 REFERENCES AND FURTHER READING

e Pallant, J. (2020). SPSS survival manual (7th ed.). Open University Press.

e Vogt, W. P., & Johnson, R. (2021). Dictionary of statistics & methodology: A nontechnical guide for
the social sciences (4th ed.). Sage Publications.

e Gravetter, F. J., & Wallnau, L. B. (2022). Statistics for The Behavioral Sciences (10th ed.). Cengage
Learning.

e Laerd Statistics. (2023). Statistical analyses using SPSS. Retrieved from https://statistics.laerd.com

e UCLA Statistical Consulting Group. (2024). Statistical methods for the social sciences. Retrieved from
https://stats.oarc.ucla.edu



BLOCK -1V



T T ISASAREE DRSS T I
¥ 1 SESRausfinnsesurssusanass f +
i I P EASaNN A SN SEEARRIUIDIEE o 3 ‘i’
3 e et t ssssusaasas
ssma Sy Tagrdigrer ey ° 4
e} T SegTres 1 t
‘ R O

10.1 Inlrod1.,1ction

10.2 Variauic)ns jnTime .Series

10.3 TrendAna!lysis

10.4 Time Series.Anal s in Forcca.sting
10.5 Summary

10.6 Keywords

10.7 Review Questions

10.8 References and further reading



user
Stamp


230 = Quantitative Method

10.1 INTRODUCTION

A series of observations, on a variable, recorded after successive intervals of time is called a time series,
The successive intervals are usually equal time intervals, e.g., it can be 10 years, a year, a quarter, a
month, a week, a day, an hour, etc. The data on the populacion of India is a time series data where time

interval between two successive figures is 10 years. Similarly figures of nactional income, agricultural and
industrial production, etc., are available on yearly basis.

It should be noted here that the time series data are bivariate data in which one of the variables is
time. This variable will be denoted by £ The symbol ¥, will be used to denote the observed value, at
point of time 4, of the other variable. If the data pertains to # periods, it can be written as (1, ¥), 2= 1,
2 ai TN

10.2 VARIATIONS IN TIME SERIES

An observed value of a time series, Y, is the ner effect of many types of influences such as changes in

population, techniques of production, seasons, level of business activity, tastes and habits, incidence of

fire floods, etc. It may be noted here that different cypes of variables may be affected by different types
of factors, e.g., factors affecting the agricultural output may be entirely different from the factors affecting
industrial output. However, for the purpose of time series analysis. «:rious factors are classified into the
following three general categories applicable to any type of variable.

1.  Secular Trend or simply Trend

2. Periodic or Oscillatory Vartations
(i) Seasonal Variations
(ii) Cydlical Variations

3. Random or Irregular Variations

Secular Trend

Secular trend or simply trend is the general tendency of the data to increase or decrease or stagnate over
a long period of time. Most of the business and economic time series would reveal a tendency 1o increase
or to decrease over a number of years. For example, data regarding industrial production, agricultural
production, population, bank deposits, deficit financing, etc., show that, in general, these magnitudes
have been rising over a fairly long period. As opposed to this, a time series may also reveal a declining
trend, e.g., in the case of substitution of one commodity by another, the demand of the substituted
commodity would reveal a declining trend such as the demand for cotton clothes, demand for coarse
grains like bajra, jowar, etc. With the improved medical facilities, the death rate is likely to show a
declining trend, etc. The change in trend, in either case, is attributable to the fundamental torces such
as changes in population, technology, composition of production, etc.

According to A.E. Waugh, secular trend is, “that irreversible movement which continues, in general,
in the same direction for a considerable period of time”. There are two parts of this definition; (i)
movement in same direction, which implies thar if the values are increasing (or decreasing) in successive
periods, the tendency continues; and (ii) a considerable period of time. There is no specific period
which can be called as a long period. Long periods are different for different situations. For example, in
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From the above table, we get a= -9%2— =240.5 and 4= _2—22 =-3.6

Thus, the trend line is ¥ = 240.5 - 3.6X, Origin : Ist January 1984, unit of X : 6 months.

The quarterly trend equation is given by

240.5 3.6 .. ; .
Y :T“?X or ¥=060.13 - 0.45X, Crigin : Ist January 1984, unit of X : 1 quarter (i.c., 3

manths).

Shifting origin to 15th Feb. 1984, we get

1
Y=06013 - 045X + 3) = 510.9 — 0.45X, origin T-quarter, unit of X = 1 quarter.

The table of quarterly values is given by

Year I Ir I v

1982 | 63.50 63.05 6260 62.15
1983 | 61.70 61.25 60.80¢ 60.35
1984 | 59.90 59.45 59.00 58.55
1985 | 58.10 57.65 57.20 56.75

Y
The table of Ratio to Trend Values, i.e., 7 %100

Years ! I il v
1982 102.36 9199 8946 98,15
1983 110.21 102.86 103.62 111.02
1984 116.86 99.24 9492 88.81
1985 10327 9540 89.16 102.20
Toral | 43270 38949 377.16 40018
Average | 10818 9737 9429 100.05
S.7. (10820 9740 9432 100.08

399.89

Note: Grand Average, G = =99.97

FExample 10.4: Find seasonal variations by the ratio to trend method, from the following data:

Year 1-Qr [-Qr [H[-Qr IV-Qr
1975 30 40 36 34
1976 34 52 50 44
1977 40 58 54 48
1978 54 76 68 62
1979 B0 92 86 82
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403.12

Note that the Grand Average G = =100.78 . Also check thar the sum of indices is 400.

Remarks: If instead of multiplicative model we have an additive model, then ¥= T+ S+ R or S+ R =
Y — T. Thus, the trend values are to be subtracted from the ¥ values. Random component is then
eliminated by the method of simple averages.

Merits and Demerits

It is an objective method of measuring scasonal variations. However, it is very complicated and doesn't
work if cyclical variations are present.

Ratio to Moving Average Method

The ratio to moving average is the most commonly used method of measuring seasonal variations. This
method assumes the presence of all the four components of a time series. Various steps in the computation
of seasonal indices are as follows:

(i) Compute the moving averages with period equal to the period of scasonal varitions. This would
eliminate the seasonal component and minimize the effect of random component. The resulting
moving averages would consist of trend, cyclical and random components.

(ii} The original values, for each quarrer {or month) are divided by the respective moving average
figures and the ratio is expressed as a percencage, i.e,,

Y _TOR_ sp
MA.~ TCR

where R and X’ denote the changed random components.
(iii) Finally, the random component R’ is eliminated by the method of simple averages.

Example 10.5: Given the following quarterly sale figures, in thousand of rupees, for the year 1986-
1989, find the specific seasonal indices by the method of moving averages.

Year [ H I IV
1986 34 33 34 37
1987 37 35 37 39
1988 39 37 38 40

1989 42 41 42 44
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Merits and Demerits

This method is less complicated than the ratio to moving average and the ratio to trend methods.
However, this method is based upon the assumption of a linear trend which may not always hold true.

Remarks: Looking at the merits and demerits of various methods of measuring seasonal variations, we
find that the ratio to moving average method is most general and, therefore, most popular method of
measuring seasonal variations.

Causes of Cyclical Variations

Cyclical variations are revealed by most of the economic and business time series and, therefore, are also
termed as trade (or business) cycles. Any. trade cycle has four phases which are respectively known as
boom, recession, depression and recovery phases. These phases are shown in Fig. 10.1. Various phases
repeat themselves regularly one after another in the given sequence. The time interval between two
identical phases is known as the period of cyclical variations. The period is always greater than one year.
Normally, the period of cyclical variations lies between 3 o 10 years.

Objectives of Measuring Cyclical Variations
The main objectives of measuring cyclical variations are:
(i) To analyse the behaviour of cyclical variations in the past.

(ii) To predict the effect of cyclical variations so as to provide guidelines for future business policies.

Random or Irregular Variations

As the name suggests, these vaciations do not reveal any regular pattern of movements. These variations
are caused by random factors such as strikes, floods, fire, war, famines, etc. Random variations are that
component of a time series which cannot be explained in terms of any of the components discussed so
far. This component is obtained as a residue after the elimination of trend, seasonal and cyclical
components and hence is often termed as residual component.

Random variations are usually short-term variations but sometimes their effect  may be so intense
that the value of trend may get permanently affected.

10.3 TREND ANALYSIS

The following are the principal methods of measuring trend from a given time series:

I.  Machematical Trends
(1) Method of Least Squarcs
(a) Ficting of Linéar Trend
(b) Fitting of Parabolic Trend
(c) Firting of Exponential Trend

Mathematical Trends

The method of fitting a mathematical trend to given time series daca is perhaps the most popular and
satisfactory. The form of mathemarical equation used for the determination of trend depends upon the
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Solution
Calculatlon Table

v | Y | X=t-1985| XY [ X’Y | X* | X’ | X* | Trend Values
1981 2 -4 1 -8 32 |16 ) -64 | 256 2.28
1982 | 6 -3 —18 54 9. =27 81 5.02
1983 | 7 -2 —-14 28 4 -8 16 7.22
1984 8 -1 -8 8 1 -1 1 5.88
1985 | 10 0 0 0 0 0 0 10.00
1986 | 11 1 11 11 1 10.58
1987 | 11 2 22 44 4 8] 16 10.62
1988 | 10 3 30 90 9 27| 81 10.12
1989 [ 9 4 36 | 144 16 64 | 256 9.08
Toral | 74 0 51| 411 | 60 0708

From the above table, we can write

b=21_08s
60

(L IRAZ60xTE_ o,
9 % 708 - (60)
74 —(-0.27) x 60

o 7Am(E027)x60 o

9
. The fitted trend equation is Y = 10.0 + 0.85X - 0.27X,
with origin = 1985 and unir of X = 1 year.

Various trend values are calculated by substituting appropriate values of X in the above equation.
These values are shown in the last column of the above table.

The predicted value for 1990 is given by
Y=100+085%x5-027x25=75
Example 10.9

The prices of a commodity during 1981-86 are given below. Fit a second degree parabola to the following
dawa. Calculate the trend values and estimate the price of the commedicy in 1986.

Year : 1981 1982 1983 1984 1985 1986
Price : 110 114 120 138 152 218


http:b=-=0.85




Time Series and Forecasting & 247

7 Y,
a
a
o . t 0 B t
(o) (ii)

Figure 10.4

Exponential Trend

Check Your Progress 1

Fill in che blanks

R oot e SR e is the general tendency of the dara 1o increase or decrease or stagnate
over a long period of time.

2. The general form of a parabolic trend is ..........ccoieernninennne

AT N S euacall method is used when cyclical variations are absent from the dara.

10.4 TIME SERIES ANALYSIS IN FORECASTING

Time has strange, fascinating and little understood properties. Virtually every process on earth is
determined by a time variable. One of the most frequently encountered managerial decision situations
involving forecasting is to measure the effece that time has on the sales of a product, the market price of
a security, the autput of individuals, work shifts, companies, industries, societies and so on. A fundamenta!
concepiual model in all of these situarions is the product life cycle concept which goes through four
stages — introduction, growth, maturity and decline. Let us look at this concept in greater detail before

we apply it
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forecasting study, the definition under the regression equation would have read
origin  1994/95
x in 6 month units.

Thus, we know that for 1995, x = 1; and since we must use x = 2 units for each year, the code value
for 2001 would be x = 13. Once the y_value has been obtained, 4 is tested for significance and the 95%
confidence interval constructed as previously shown.

Time series analysis is a long-term forecasting tool. Hence, it addresses itself to the trend component
T in our time series equation 75 = T 4 S. In the dividend forecast, & = 1.120 was calculated which
means that in the environment that is reflected in the set, smart increased the dividend paymentson a
average by Rs 1.12 per year. Let us now turn out attention to the seasonal variation component that
may be present in a time series. A product’s seasonality is shown by the regularly recurring increases or
decreases in sales or production that are caused by seasonal influences. In the case of some products,
their seasonality is quite apparent.

An obvious example virtually all non-animal agricultural commodities may be cited. Seasonalicy of
other products may be more-difficult to detect. Take hogs in order to stay on the farm. Are they
seasonal? They are lusty breeders and could not care less about seasonal influences. Yet, there is an
induced season by the corn harvest. If corn is plentiful and cheap, farmers raise more hogs. This is
known as the corn-hog cycle. Ot rake automobiles, Indian manufacturers are used to introduce major
design or technological changes once every generation. This “season” has now been shortened somewhat.
How about computers? There the season even has a special name. It is called a generation and prior to
increased competitive pressures within the industry it used to be about seven years long. Our stock
market investor knows that stock trades on the Stock Exchanges are seasonal. The daily season is V-
shaped stasting the trading with a relatively high volume which eapers off toward the lunch hour to pick
up again in the afternoon. And so it goes with many other products, not ordinarily thought of as being
seasonal.

Let us quantify this seasonality and illustrate how it may be used in a decision situation. There
are, as is often the case, a number of decision tools that may be applied. The reader may be familiar
with the term ratio-to-moving-average. It is a widely used method for constructing a seasonal index
and programs are available in most larger computer libraries. Usually the method assumes a 12 -

. period season like the twelve months of the year. There is a more efficient method which yields good
statistical results. It is especially helpful in manual calculations of the seasonal index and when the
number of seasonal periods is small like the four quarters of a year, the six hours of a stock exchange
trading day or the five days of a work week. This method is known as simple average and will be used
for illustration purposes.

To stay with the investment environment of this chapter section, let us calculate a seasonal index for
shares traded on the Stock Exchange from July 2 through July 7, 1999. This period includes the July 4
week-end. Volume of shares (DATA) for each trending day (SEASON) is given in thousands of shates
per hour. The Individual steps of the analysis (OPERATIONS) are discussed in deuail for each column

of the worksheet below.
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Non-linear Analysis

Any number of different curves may be fitted to a daca set. The most widely used program 1n computer
libraries, known as CURFIT, offers a minimum of 5 curves plus the straight line. The curves may differ
from program to program. So, which ones are the “best” ones? There is no answer. Every forecaster has
to decide individually about his pet forecasting tools. They appear to be promising decision toals
especially in problem situations that in some way incorporate the life cycle concept and the range of
such problems is vast, indeed.

. As we know from many empirical studies, achievemnent is usually normally distributed. Growth, on
the other hand, seems to be exponentially distributed. The same holds true for decline. As the life cycle
moves from growth to maturicy, a parabolic trend may often be used as the forecasting tool. Now, we
know—again from all sorts of empirical evidence—that trees don't grow into the high heavens. Even the
most spectacular growth must come to an end. Therefore, when using the exponential forecast, care
must be taken that the eventual ceiling or floor (in the case of a decline) is nor overlooked. The modified
exponential trend has the ceiling or floor build in.

One final piece of advice before we start firting curves. If you can do it by straight line, do it. By
extending the planning and forecasting horizon over a reasonable shorter period rather than spectacular
but dangerous longer period, the straight line car serve as useful prediction tool.

Check Your Progress 2
Fill in che blanks:

1. As the life cycle moves from growth to maturicy, @ ...uuevennennns may often be used as the forecasting
tool,

2. We will construct again the best firting regression line by the methed of............

3. The most widely used program in computer libraries, known as ..............., offers a minimum of
curves plus the straight line.

10.5 SUMMARY

The analysis of time series implies its decomposition into various factors thar affect the value of its
vatiable in a given period. It is a quantitative and objective evaluation of the effects of various
factors on the activity under consideration. Secular trend or simply trend is the general tendency
of the data to increase or decrease or stagnate over a long period of time. Most of the business and
cconomic time series would reveal a tendency to increase or to decrease over a number of years,
This time interval is known as the period of oscillation. The oscillatocy movements are termed as

Seasonal Variations if their period of oscillation is equal to one year, and as Cyclical Variations if
the period is greater than one yeat. The measurement of seasonal variation is done by isolating
them from other components of a time series. There are four methods commanly used for the
measurement of seasonal variations.

Graphic or Free Hand Curve Method is the simplest method of studying the trend. The given time
series data are plotted on a graph paper by taking time on X-axis and the other variable on Y-axis.
The method of fitting a mathematical trend to given time series data is perhaps the most popular
and satisfactory. The form of mathematical equation used for the determination of trend depends
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upon the nature of the broad idea of trend, obtained by graphic representation of data or otherwise.
Method of Least Square is one of the most popular methods of fitting a mathematical trend. The
fitted trend is termed as the best in the sense that the sum of squares of deviations of observations,
from it, is minimized. Any number of different curves may be fitted to a data set. The most widely
used program in computer libraries, known as CURFIT, offers a minimum of 5 curves plus the
straight line. The curves may differ from program to program.

10.6 KEYWORDS

Time Series ® Trend Analyses
Periodic Variations ® least Squares
Seasonal Variations ® Cyclical Variations
Parabolic Trend

10.7 REVIEW QUESTIONS

1.

Write short note on:

(a) Time Series Analysis
(b) Secular Trend

(c) Periodic Variations
(d) Irregular Variations
(e} Mathematical Trends
(f) Parabolic Trend

“All periodic variatons ase not necessarily scasonal”. Discuss the above statement with a suitable
example.

Explain the meaning and objectives of time series analysis. Describe briefly the methods of
measurement of trend.

What is a time series? What are its main components? How would you study the seasonal variations
in any ume series?

Distinguish between secular trend and periodic variations. How would you measure trend in a
time series daca by the method of least squares? Explain your answer with an example.

Fit a straight line trend to the following dat on steel production (in M. tonnes). Predict the value
for 1992.

Year : 1985 1986 1987 1988 1989 1990 1991
Production : 80 84 90 93 98 100 104

Fit a straight line trend by method of least squares to the following data on earnings (Rs lakh) of
a firm. (a) Assuming that the same trend continues, what would be the predicted earnings for the
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year 19877 (b) Convert this equation into a monthly equation with January, 1985 as origin and
estimate the values for November, 1984 and April, 1985.

Year : 1978 1979 1980 1981 1982 1983 1984 1985
Earnings : 38 40 65 72 79 60 87 95

Given below are the figures of production of a sugar factory in ‘000 tonnes

Year : 1981 1982 1983 1984 1985 1986 1987
Production : 77 38 94 85 91 98 90

(1)  Fit a straight-line trend by method of least squares.
(i) Calculate rrend values and plot observed values and trend values on a graph.

(iii) Predict the production of factory for 1989 and 1993 on the assumption that the same trend
continues.

(iv) Comment on the validity of prediction for 1993.

Compute the trend line by the method of least squares from the data on profits {in Rs "000) of a
firm, given below:

Year : 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
Profits : 110 125 115 135 150 165 155 175 180 200

Fit a linear trend to che following data, on average monchly ocutpurt, with origin at mid-point of
the year 1980. Convert this into a monthly trend equation. Estimate the average output for June
and Auguse, 1980.

Year : 1976 1977 1978 1979 1980 1981 1982 1983 1984
Ouepur : 63 74 93 74 83 106 9.0 87 7.9

Draw a free hand curve showing trend of the following data:

Years OQutput(intonnes) Years Ourput(intonnes)

1980 115 1985 120
1981 120 1986 130
1982 123 1987 138
1983 125 1988 145
1984 118 1989 150

Answers to Check Your Progress

Check Your Progress 1

1.
2,
3.

Secular Trend

Y=ua+br+cf

[

Ratio to Trend Method
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Check Your Progress 2
1. Parabolic trend

2, Least squares

3., False
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11.1 INTRODUCTION

Decision making is needed whenever an individual or an organisation (private or public) is faced with a
situation of sclecting an optimal (or best in view of certain objectives) course of action from among several

1
available alternatives. For example, an individual may have to decide whether to build a house or to
purchase a flac or live in a rented accommodatiofi; whether to join a service or to start own business; which
] v , : ¢
company's car should be purchased, etc. Simiarly, a business firm may have to decide the type of technique
to be used in production, what is the most appropriate method of advertising its product, etc,

The decision analysis provides certain criteria for the selection of a course of action such thar the
objective of the decision maker is satisfied. The course of action selected on the basis of such criteria is
termed as the oprimal course of action.

Every decision problem has four basic features, mentioned below:

L. Alternative Courses of Action or Acts: Every decision maker is faced with a set of several alternative
courses of action A, A,, ...... A_ and he has to select one of them in view of the objectives to be

fulfilled,

2,  States of Narure: The consequences of selection of a course of action are dependent upon cerwin
factors that are beyond the control of the decision maker. These factors are known as states of
nature or events, It is assumed that the decision maker is aware of the whole list of events S, .
weee S_and exactly one of them is bound to occur. In other words, the events S, S,, ...... S, are
assumed to be mutually exclusive and collective exhaustive,

3. Consequences: The results or ovtcomes of selection of a particular course of action are termed as its
consequences. The consequence, measured in quantitative or value terms, is called payoff of a
course of action. It is assumed that the payoffs of various courses of action are known to the
decision maker.

4.  Decision Criterion: Given the payoffs of various combinations of courses of action and the states of
nature, the decision maker has to select an optimal course of action. The criterion for such a
selection, however, depends upon the attitude of the decision maker.

If X, denotes the payoff corresponding to a combination of a course of action and a state of nature,
ie, (A, S5),i=1rtomandj=1 105 the above elements of a decision problem can be presented in a
matrix form, populatly known as the Payoff Matrix.

Payoff Matrix
Events -
Actions | i 8 o 5 . 5
A4, Xy Xy le - Ky,
4, "tz: Xlzz X}_r X_zn
Ai XII X:'Z Xy - Xln
Am “‘,ml Xn|2 L ‘rn_:j ks an

Given the payoff maurix for a decision problem, the process of decision making depends upon the
situation under which the decision is being made. These situations can be classified into three broad
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one of the major underlying canceprual aids in forecasting. It is well known that business organisations
are born, live and die like natural organisms.

Therefore decision making should always be cognizant of the possibility of dissolution. That moment
comes when, 1o use the vernacular, good money is thrown after bad. While market forces and the
application of quantitative analyses normally show the approaching occurrence of thar momenc — even
if the management involved shuts its eyes to the facts or is ignorant about them — ar this point the
decision is made or superimposed to opt for a turnaround or dissolution. Public agencies unfortunarely
are rarely subject to such stress producing alternatives.

The lower management decision making environment represents a specialized, narrowly defined
area within a company’s total decision or operational field. Supervisory personnel of all rypes are operating
in this environment. The decision tasks are normally well defined and repetitive. While the element of
uncertainty never leaves the decision environment, here uncertainty can often be programmed into a
general or subroutine and stochastic decisions taken as if they were deterministic in nature. A good
example is the pricing system of clothing discounters. Merchandise s put on the floor at price A on day
one. On, say, day ten the price is automatically reduced to price B and so on until the article is either
sold or given to charity after thirry days. This is known as programmed decision making. It should be
noted that while the nature of the decision environment remains intact, the decision maker’s tasks have
been greatly reduced. The complex variables and unstructured decision environment of the merchandising
task have becn placed first into a model and then into decision making sequence (algorithm). This is the
general idea behind model building and the development of algorithms.

Check Your Progress 1

Fill in the blanks

1.  Big size per se may be considered in violation of the law or in the international arena, may result
in the imposition of...................
2, The .......ovvner... decision making environment represents a specialized, narrowly defined area

within a company’s toual decision or operational field.

3. The company’s approach to the domestic or international market is filtered through ......... — -
considerations.

1.2 DECISION ANALYSIS

Decision making is needed whenever an individual or an organisation (private or public) is faced with a
situation of selecting an optimal {or best in view of certain objectives) course of action from among several
available alternatives. For example, an individual may have to decide whether to build a house or to
purchase a flat or live in a rented accommodation; whether to join a service or to start own business; which
company's car should be purchased, etc. Similarly, a business firm may have to decide the type of technique
to be used in production, what is the most appropriate method of advertistng its product, etc.

The decision analysis provides certain criteria for the selection of a course of action such thar the
objective of the decision maker is satisfied. The course of action selected on the basis of such criteria is
termed as the optimal course of action. Every decision problem has four basic features, mentioned below:

1. Alternative Courses of Action or Aces: Every decision maker is faced with a set of several alternative

courses of action A, A,, ...... A_ and he has to select one of them in view of the objectives to be
fulfilled.
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From the maximum regret column, we find that the regret corresponding to the course of action
is A, is minimum. Hence, As is optimal.

4. Hurwicz Criterion: The maximax and cthe maximin criteria, discussed above, assumes that the
decision maker is either optimistic or pessimistic. A more realistic approach would, however, be 0
take into account the degree or index of optimism or pessimism of the decision maker in the
process of deciston making. If 2, a constant lying berween 0 and 1, denotes the degree of optimism,
then the degree of pessimism will be 1 — 4. Then a weighted average of the maximum and minimum
payoffs of an action, with 2 and 1 — a as respective weights, is computed. The action with highest
average is regarded as optimal.

We note that  nearer to uniry indicates that the decision maker is optimistic while a value nearer
to zero indicates that he is pessimistic. [f @ = 0.5, the decision maker is said to be neucralist.

We apply this criterion to the payoff mateix of example. Assume that the index of optimism a

207,
Action | Max. Payoff | Min. Payoff Weighted Average
A 27 12 27x0.7+12x03=225
A 45 17 45x0.7+17x0.3=36.6
A, 52 15 52x0.7+15%0.3=40.9

Since the average for A, is maximum, it is optimal.

5.  Laplace Criterion: In the absence of any knowledge about the probabilities of occurrence of various
states of nature, one possible way out is to assume that all of them are equally likely to occur. Thus,
if there are » states of nature, each can be assigned a probabiliy of occurrence = 1/n. Using these
probabilities, we compute the expected payoff for each course of action and the action with maximum
expected value is regarded as optimal.

11.3 EXPECTED VALUE CRITERION WITH CONTINUOUSLY
DISTRIBUTED RANDOM VARIABLES

Also know as the Expected Value with Perfect Information (EVPI), it is the amount of profit foregone
due to uncertain conditions affecting the selection of a course of action.

Given the continuously distributed random variables, a decision maker is supposed to know which
particular state of nature will be in effect. Thus, the procedure fer the selection of an optimal course of
action, for the decision problem given in example, will be as follows :

if the decision maker is certain thar the state of nature Sl will be in effect, he would select the course
of action A,, having maximum payoff equal to Rs. 200.

Similarly, if the decision maker is certain that the state of nature S, will be in effect, his course of

action would be A and if he is certain that the state of nacure §, will be in effect, his course of action

would be A,. The maximum payoffs associated with the actions are Rs. 200 and Rs 600 respecrively.

The weighted average of these payotfs with weights equal to the probabilities of respective states of
nature is termed as Expected Payoff under Certainty (EPC).
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n

or P(D<AYL1~ P(D<A-1)<
(D < )]~ e o )
[AD<A-1)=7D < A), since A is an integer]
Further, equation (3) gives
P(D2A+])< 1-P(D<A+1)<
( s = By
7:
or P(D<A+1)>1- P(D<A)>——
( )>1=——or P(D<A)>—— (5)

Combining (4) and (5), we get

n

P(D<A-1)<
( ) T+ A

< P(D< A).

Writing the probability distribution, given in example, in the form of less than type cumulacive
probabilities which is also known as the distribution fupction FA(D), we get

Units demanded(D) . S5 6 7 8 9

F(D) . &1 63 06 0.85 1.00
. g _3
We are given 7= 3and 4 =2, -, ——===0.6
t+A 5 , correspands to 8 units, hence, the optimal order

Since the next cumulative probability, i.e., 0.85is 8 units.

11.4 DECISION TREE ANALYSIS

. The decision tree diagrams are often used to understand and solve a decision problem. Using such
diagrams, it is possible to describe the sequence of actions and chance events.

A decision node is represented by a square and various action branches stem from ir. Similarly, a
chance node is represented by a citcle and various event branches stem from it. Various steps in the
construction of a decision tree can be summarized as follows:

(i) Show the appropriate action-event sequence beginning trom left to right of the page.

(ii) Write the probabilities of various events along their respective branches stemming from each
chance node. '

(iii) Write the payoffs at the end of each of the right-most branch.

(iv) Moving backward, from right to left, compute EMV of each chance node, wherever encountered.
Encter this EMV in the chance node. When a decision node is encountered, choose the action
branch having the highest EMV. Enter this EMV in the deciston node and cutoff the other action
branches.
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At the end of each solution line, consider the results. If the result of taking that decision is uncertain,
draw a small circle. If the result is another decision that needs to be made, draw another square. Squares
represent decisions; circles represent uncerrainty or random factors. Write the decision or factor to be
considered above the square or circle. If you have completed the solution at the end of the line, just leave

it blank,

Starting from the new decision squares on your diagram, draw out lines representing the options
that could be taken. From the circles draw out lines representing possible outcomes. Again mark a brief
note on the line saying what it means. Keep on doing this unttl you have drawn down as many of the
possible outcomes and decisions as you can see leading on from your original decision.

Example 11.6: A private investment firm has Rs. 10 crores available in cash. It can invest the money in
a bank at 10% yielding a return of Rs. 15 crore over five years (ignore compound interest).

Alternatively it can invest in muvual funds, of which there are currently two available.

If it invests in Mutual Fund A there is a 0.5 chance of it being a success yielding Rs. 20 crore, and
a 0.5 chance of it failing leading to a loss of Rs. 5 crore. (over the five year period)

If it invests in Mutual Fund B there is a 0.6 chance of the project being a success yielding Rs. 38
crore and a 0.4 chance of it failing leading to a loss of Rs. 2 crore. (over the five year period)

Show the most feasible solution by the help of decision tree.
Solution: Working out the likely outcomes:

Invest in bank — recurn = Rs. 15 cr

Expected Value of investment in Mutual Fund 4 = E(X) ’ZxJP(X="1)
¥

Rs 7.5 cr

Zx}-P(X= x;)

Expected Value of investment in Murual Fund B = Ex)

=Rs. 17.2 ¢cr
Check Your Progress 2
Fill in the Blanks:
1. A decision ........... +»-rer 15 Tepresented by a square and various action branches stem from it.
2. A situation of ................. arises when there can be more than one possible consequences of
selecting any course of action.
o SRS 1 LT it is possible to describe the sequence of actions and chance cvents.

11.5 SUMMARY

Decision making is needed whenever an individual or an organization is faced with a situation of
selecting an optimal course of action from among several available alternatives. The decision analysis
provides certain criteria for the selection of a course of action such that che objective of the decision
maker is satisfied. The reason for the existence of a managerial hietarchy, that is, lower, middle and top
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management, finds itwelf in different parameters in which an orgarization operates. The study and
analysis of the existence and interaction of these parameters is of great importance to the management
systems designer or communication expeet. The problems are unstructured and complex. Thus, often a
heuristic decision making process can be utilized to good advantage. Forecasting is of major importance

and hence stochastic decision making is widely employed in this uncertain decision environment.
Decision making should always be cognizant of the possibilicy of disselution.

The choice of an optimal action is based on The Bayesian Decision Criterion according to which an
action with maximum Expected Monetary Value (EMV) or minimum Expected Opportunity Lass
(EOL) or Regret is regarded as optimal. A situation of uncertainty arises when there can be more than
one possible consequences of selecting any cousse of acrion. The decision tree diagrams are often used to
understand and solve a decision problem. The tree approach is most useful in a sequential decision
situation.

11.6 KEYWORDS

® Expected Value ® Actions

¢ Conditions ® Qutcomes

® [nertia ® Acquiescence
e Gambling ¢ Semantics

® Falsificacion

11.7 REVIEW QUESTIONS

Mention the four basic features decision problem.

What are the different environments in which decisions are made?

Explain the different criteria for decision making under uncertainty.

L S S

A shopkecper at a local stadium must determine whether to sell ice cream or coffee ac today’s

game. The shopkeeper believes char the profit will depend upon the weather.

Based upon his past experience at this time of the yeas, the shopkeeper estimates the probability of
warm weather as 0.60. Prior to making his decision, the shopkeeper decides o hear forecast of the
local weatherman. In the past. when it has been cool, the weatherman has forecast cool weather
80% times. When it has been warm, the weatherman has forecast warm weather 70% times. If
today’s forecast is for cool weather, using Bayesian decision theory and EMV criterion, determine
whether the shopkeeper should sell ice cream or coffee?

S. A producer of boats has estimated the foliowing distribution of demand for a particular kind of
boat:

Each boac costs him Rs. 7,000 and he sells them for Rs. 19,000 each. Any boats that are lefe
unsold at the end of the season must be disposed off for Rs. 6,080 each. How many boats should

be kept in stock to maximize his expected profic?

6. Consider the decision problem with the profic payoff rable with four decision alternatives and
chree states of nature.
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Answers to Check Your Progress

Check Your Progress 1
1. Quotas

2. Lower management

3. Indusery-wide

Check Your Progress 2
1. Node
2.  Uncertainty

3.  Decision tree diagrams
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12.1 INTRODUCTION

Linear programming is a widely used machemarical modeling technique to determine the optimum

allocartion of scarce resources among competing demands. Resources typically include raw materials,
manpower, machinery, time, money and space. The technique is very powerful and found especially
useful because of its application to many different types of real business problems in areas like finance,
production, sales and distribution, personnel, marketing and many morc areas of management. As its
name implies, the linear programming model consists of linear objectives and linear constraints, which
means thac cthe variables in a model have a propartionarte relationship. For example, an increase in
manpower resource will result in an increase in work outpur.

Essentials of Linear Programming Model

For a given problem situation, there are certain essenttal conditions that need to be solved by using
linear programming.

3. Linearity: increase in [abour input will have a proportionate increase in output.
4.  Homogeneity : the products, workers' efficiency, and machines are assumed to be identical,

5.  Divisibility - it is assumed that resources and products can be divided into fractions. (in case the
fractions are not passible, like production of one-third of a computer, 3 modification of linear
programming called integer programming can be used).

Properties of Linear Programming Model

The following properties form the linear programming model:

1. Relationship among decision variables must be linear in nature.
2. A madel must have an objective function,

3. Resource constraints are essential.

4. A model must have a non-negativity constrain,

i

12.2 FORMULATION OF LINEAR PROGRAMMING PROBLEM

Formulation of Linear Programming Problem (LPP) is the representation of problem situation in a
mathematical form. lc involves well defined decision variables. with an objective function and set of

CORStraints.

Objective Function

The objective of the problem is identified and converted into a suvitable objective function. The objective
function represents the aim or goal of the system (i.e,, decision variables) which has to be determined
from the problem. Generally, the objective in most cases will be either to maximize resources or profits
or, to minimize the cost or rime.

T irmsted recourcee limired numhber of labour. material eauiement and finance.
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12.3 SUMMARY OF GRAPHICAL METHOD

Step 1:
Step 2:

Step 3:
Step 4:

Step 5:

Convert the inequality constraint as equations and find co-ordinates of the line.

Plot the lines on the graph.

(Note: If the constraint is 2 type, then the solution zone lies away from the centre. If the
constraint is < type, then solution zone is towards the centre.)

Obtain the feasible zone.

Find the co-ordinates of the objectives function (profit line) and plot it on the graph representing
it with a dotted line.

Locate the solution point.

(Note: If the given problem is maximization, z__ then locate the solution point at the far most
g P max P

point of the feasible zone from the origin and if minimization, Z_, then lacate the solution at

the shortest point of the solution zone from the origin). :

Step 6: Solution rtype
(i} If che solution point is a single point on the line, take the corresponding values of x, and x,.
(ii) If the solution point lies at the intersection of two equations, then solve for x; and x, using
the two equations.
(ii1) If the solution appears as a small line, then a multiple solution exisw.
(iv) If che solution has no confined boundary, the solution is said to be an unbound solution.
Example 12.3: Solve the formulated LP model graphically using computer.
Z . =T7x +5x,
Subject to constraints,
8o 4k, 20 IDPONINEIT e (i)
PSS il e e (i)
—xr % €2 e (iii)
&L 0 e (iv)
where x,x, 20

1%

Solution: The input values of the problem are given to obuin the output screen as shown in Figure 12.5.
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Check Your Progress 1

State whether the following is true or false.

L

2
3
4.
5

LP is a widely used mathematical modeling rechnique.

LP consists of linear objectives and linear constraints.

Divisibility refers to the 2im o optimize.

Limited resources mean limited number of labour, material equipment and finance.

The objective function represents the aim or goal of the system, which has to be determined from
the solution.

12.4 FORMULATION OF TRANSPORTATION

Vogel's Approximation Method (VAM)

The penalties for each row and column are calculated (steps given on pages 176-77) Choose the row/
column, which has the maximum value for allocarion. In this case there are five penalties, which have the
maximum value 2. The cell with least cost is Row 3 and hence select cell (3,4) for allocation. The supply
and demand are 500 and 300 respectively and hence allocate 300 in cell (3,4) as shown in Table 12.2.

Table 12.2: Penalty Calculation for each Row and Column

Destination
1 2 3 4 Supply  Penalty
AR 2 | 200 ")
Source ZPJﬁ]|5|[BI450 (2)
[T
Demand 200 400 300 }m

0
(1) @ @) @)

Since the demand is satisfied for destination 4, delete column 4 . Now again calculate the penalties

for the remaining rows and columns.
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Now, again check for degeneracy. Here allocation number is 6.

Verify whether number of allocations,

N=m+n-1
6 =3+4-1
6 =46

therefore degeneracy does not exirs,

Again find the values of U, V; and C_‘,J for the Table 12.19 shown earlier.

For occupied cells, C,+U+V =0

19+0+V, =0, V,=-19
10+0+V, =0, V, = - 10
20+ U, - 10 =0, U, =-10
8-10+ V, =0, V,=
30+ U, +2 =0, U, = - 32
40 -50+V, =0, V,=-10
For unoccupied cells, E‘; =C+ U+ V
C,, =30 +0+20=50
C,=50+0-8 =42
C, =70-32-19 =19
Cp = 60-32~10=18
C, =40-10-19=11
C.=70-10-8 =52

[
(¥

The values of the opportuniry cost C_'q are positive. Hence the optimality is reached. The final

allocations are shown in Table 12.19,
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Table 12.19: Final Allocation

Drestination
D, D, D, Dy Supply
19 10 50 i0
S ),
5 2
70 30 40 60
Source S, | ‘ \ ‘ [—‘| D 9U;=~32
5 7
‘40| ‘s‘ |70| 20]
S, 18 Uy=— 10
6 12
Demand 5 8 7 14
Vi=-19 Vv, =2 V,=-8 V,=-10

Total transportation cost = (19 x 5) + (10 x 2) + (30 x 2) + (40 x 7) + (8 x 6) + (20 = 12)
=95 + 20 + 60 + 280 + 48 + 240
= Rs. 743
Example 12.7: Solve the transportation problem

Destination
1 2 3 Supply
1 3 S 7 10
Source 2 11 8 9 8
K] 13 3 9 5
Demand 5 9 1% 23
25

The problem is unbalanced if $4, = S, tha is, when the towl supply is not equal to the toral
demand. Convert the unbalanced problem into a balanced one by adding a dummy row or dummy
column as required and solve.

Here the supply does not meer the demand and is short of 2 units. To convert it to a balanced
transporration problem add a dummy row and assume the unit cost for the dummy cells as zero as
shown in Table 12.20 and solve.
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Table 12.22: Second Solution to the Arizona Plumbing Problem

TO | | |
A B (o FACTORY
FROM
l 35 $4 3 ]
D 100 I_ L ——= 100
|
38 $4 $3
E 100 L 200 L 300
|sﬁo 7 $5 ]
F 100 — w0 L 300
WAREHOUSE 300 | 200 200 700

Table 12.23: Third and Optimal Solution to Arizona Plumbing Problem

10 |
A B c FACTORY
FROM

' $s $4 ' $3
D 100 =\ 100

50 \i | 3
E 200 100 300

$9 m | 35
F 200 100 | 300
WAREMOUSE 300 200 200 700

Following this procedure, the second and third solutions to the Arizona Plumbing Corporation
problem can be found. See Tables 12.22 and 12.23. With each new MODI solution, we must recalculate
the R and K values. These values then are used to compute new improvement indices in order to
determine whether further shipping cost reduction is pessible.

12.5 ASSIGNMENT PROBLEMS

The basic objective of an assignment problem is to assign » number of resources to » number of
activities so as to minimize the total cost or to maximize the total profit of allocation in such a way that
the measure of effectiveness is optimized. The problem of assignment arises because available resources
such as men, machines, etc., have varying degree of efficiency for performing different activities such as
job. Therefore cost, profit or time for performing the different acuivicies is different. Hence the problem
is, how should the assignments be made so as to optimize (maximize or minimize) the given objective.
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Table 12.28: Optimal Assignment

Men
i A e e
/"‘
18 [al a8 2 7 )
Job n| e 8 X |0

1] 0 2 4 4 1

v X 1 4 4 o

Vv

Therefore, the optimal solution is:

Job Men Time
| 2 15
fi 4 14
M 1 21
iV 5 20
v 3 16
Total time = 86 hours

Check Your Progress 2

True or false

1.  The basic objective of an assignment problem is to assign #n number of resources to # number of
activities so as to minimize the total cost or to maximize the toral profit.

2. The assignment costs for dummy cells are always assigned as zero.

12.6 SUMMARY

Thus we can say that LP is a method of planning whereby objective function is maximized or minimized
while at the same time satisfying the various restrictions placed on the potenrial solution. In technical
words, linear programming is defined as 2 methodology whereby a linear function in optimized (minimized
or maximized) subject 1o a set of linear constraints in the form of equalities or incqualities. Thus LP is a
planning technique of selecting the best possible (optimal) strategy among number of alternatives.

Transportation problem is a particular class of linear programming, which is associated with day-to-day
activities in our real life and mainly deals with logistics. It helps in solving problems on distribution and
transportation of resources from one place to another.

AP brings into play the allocation of a number of jobs to a number of persons in order to minimize the
completion time, Although an AP can be formulated as LPP, it solved by a special method known a
Hungarian method. The Hungarian method of assignment provides us wich an efficient means of
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finding the optimal solution without having to make a direct comparison of every option. Further we
wiil take into consideration the opportunity cost. This is 2 next best alternative cost.

12.7 KEYWORDS

® Linear Programming ® Graphical Method
® Constraints ® Profit
e Optimality ® Transportation problem

e Hungarian Method

12.8 REVIEW QUESTIONS

1.  Define Linear Programming.

Whar are the essentials of LP Model?

Why linear programming is used?

What is the transportation problem?

[ - N ]

Determine the feasible space for each of the following co: .-uints:
() 2%, —2x, <5

(b) Sx, + 10x, < &0

() x-x<50

(d) 4x, + 3x, 2 15

6. A company manufactures two types of products, A and B. Each product uses two processes, I and
II. The processing time per unit of product A on process I is € hours and on the process I is §
hours. The processing time per unit of product B on process [ is 12 hours and on process II is 4
hours. The maximum number of hours available per week on process 1 and Il are 75 and $5 hours
respectively. The profit per unit of selling 4 and B are Rs.12 and Rs.10 respectively.

(i) Formulate a linear programming model so that the profit ts maximized.

(if) Solve the problem graphically and determine the optimum values of product A and B.
7. Solve the following LP graphically:

Maximize Z = 8x, + 10x,

Subject to constraints,

2 + 3x,220

4x, + 2x, 2 25

Where x,, x, 2 0

8. A company has plants at locations A, B and C with the daily capacity to produce chemicals to a
maximum of 3000 kg, 1000 kg and 2000 kg respectively. The cost of production (per kg) are Rs.
800 Rs. 900 and Rs. 7.50 respectively. Customer’s requirement of chemicals per day is as follows:
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11. A consumer durables manufacturing company has plans to increase its product line, namely,
washing machine, refrigerator, television and music system. The company is setting up new plants
and considering four locations. The demand forecast per month for washing machine, refrigerator,
television and music system are 1000, 750, 850 and 1200, respectively. The company decides to
produce the forecasted demand. The fixed and variable cost per unit for each location and item is

given in the following table. The management has decided not to set-up more than one unit in
one location.

Location Fixed cost (Yakhs) Variable cost/ unit

WM RF v MS WM RF v MS
Chennat 30 39 18 16 4 3 6 2
Coimbatore 25 40 16 12 3 2 4 4
Madurai 35 32 15 10 4 2 i 6
Selam 20 25 14 12 2 1 8 7

Determine the location and preduct combinations so that the total cost is minimized.

Answers to Check Your Progress -

Check Your Progress 1

1. True
2. True
3. False
4. True
5. False

Check Your Progress 2
1. True
2. Thue
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