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8 & Quantitative Method

the dara values are x x
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» Xy , x, and associated weights are W, W, W, ... W, then the weighted
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Direct Method

CWixxXi+Waxx:+.... + W x X ZW;"""
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Shortcut Method

g
"
N
3

"

Assumed weighted mean.

R,
"

(Aw— xi) Deviation of observadons from assumed mean.

Note: For calculations with M5 Excel, follow the steps given for grouped dara excepr in place of
class-mark, enter the observarion values and in place of frequencies use weights.

Usilizy of Weighted Mean
Some of the common applications where weighted mean is extu.utvely used are:

1. Construction of index numbers, for example, consumer Price Index, BSE sensex, etc., where different
weights are associated for different items or shares.

2. Comparison of results of the two companies when their sizes are different.
3. Computaton of standardized death and birth rates.
Example 5

The management of hotel has employed 2 managers, 5 cooks and 8 waiters. The monthly salaries of the
managers, the cooks and waiters are Rs. 3000, Rs. 1200 and Rs. 1000 respectively. Find the mean
salary of the employees. (Note: Although these salaries must be 10 1o 15 year old, we will take it only
to Jearn the principle.)

Solution
Here we need to calculate waited average of salary with salaries as weighus.

_Wlxx|+szxz+ ...... +Wax X, 2%x3000+5x1200+8x1000

A Wit Wit....+ W, - 2+5+8
=1333.33 Rs.
Geometric Mean (GM)
It is defined as n* root of the product of ‘N’ values of data. If x, x, ...... x  are values of data, then

Geomerric Mean,

GM =8x1X x2X 0.0 Xn
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Now raking log on both sides,

Zlog(x,)
log{GM)=+1———

n

If different values are not of equal importance and are assigned different weights say w, w, ..
then weighted Geomerric Mean is given by

Mo =1 x x2¥ % ... X xa"

Zwi log(x‘-)
Or, log(GM.) = ﬂT—

S
i=f

Geometric Mean is useful to find the average percentage increase in sales, production, popularion,
etc, It is the most representative average in the construction of index numbers.

Geometric mean is antilog of the mean of logarithms of observations. It is useful for graphical
representations when the range of the data is very large.

FExample 6

A person wkes hotne loan with floating interest, on reducing balance of 10 year term. The interest rates as
changed from year to year in percent are 5.5, 6.25, 7.5, 675, 8.25, 9.5, 10.5, 9, 8.25 and 7.5. Find the average
interest rate? Was it beneficial for him to ke fixed interest rare on reducible balance at 7.5% per annum?

Solution

Average interest rate can be found out using G.M. as follows. First, we find the index by dividing
percentage rate by 100 and then adding 1. Then we take G.M. of this index as average index. From this,
we can find out the average interest rate.

Average index (G.M.) = 1¥1.055%1.0625% 1.075x 1.0675x 1,0825% 1.09%% 1,105 1.0% 1.082% 1.075

=¥2.137 = 1.0789
Thus, Average Interest Rate = 7.89%

Hence it was beneficial for him to take fixed interest rate on reducible balance at 7.5% per anoum.

Harmonic Mean (HM)

It is defined as the reciprocal of the arithmetic mean of the reciprocals of the individual observations.
Thus, Harmonic Mean is,

n
HM = i ==

[1 1 1) 1
ettt — —
X Xz Xn =1 %
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on a farm and yield, observes a positive relationship within technological limits. Whereas negative {—ve)
coefficienc indicates movement of the variables in the opposite directions, i.e. when one variable decreases,
other increases. For example, Variation of price and demand of a commodity have inverse relationship.
Absence of correladon is indicated if the coefficient is close to zero. Value of the coefficient close to +1
denotes a very strong linear relationship.

The study of correlation helps managers in following ways:
I. To identify relationship of various factors and decision variables.

2. To estimate value of one variable for a given value of other if both are correlated. For example,
estimating sales for a given advertising and promotion expenditure.

3. To understand economic behaviour and market forces.
4,  To reduce uncerainty in decision-making to a large extent.

In business, correlation analysis often helps manager to take decisions by estimaring the effects of
changing the values of the decision variables like promotion, advertising, price, production processes,
on the objective parameters like costs, sales, market share, consumer satisfaction, competitive price. The
decision becomes more objective by removing subjectivity to certain extent. However, it must be
understood thac the correlation analysis only tells us about the two or more variables in a data fluctuate
together or not, It does not necessarily be due cause and effect relationship. To know if the fluctuations
in one of the variables indeed affect other or not, one has to be established with logical understanding
of the business environment.

Some of the correlations could be completely nonsense relacions like increase in jobs in I.T. and
reduction production of wheat over past 3 years in India, or share market bull run of 2004 to 2007 and
increase in suicides by farmers in India. There are many reasons to get such spurious correlations. Hence
before we use correlation analysis we must check few factors responsible for the apparent relationship.
Firstly, the tluctuation may be a chance coincidence. In this case we could look at the data over different
periods and also study if one factor affects the other through third factor that we have not considered.
Secondly, even when correlation exists the logical analysis may tell us that one variable is independent
and other dependent on it. For example, surface temperature of the Pacific Ocean (Al Niho) affects
monsoons in India but monsoons do not affect temperatures of the Pacific Ocean. Thirdly, in some cases
both variables under study may be fluctuating together due to a variation in the third variables. Thus
both variables under correlation analysis may be dependent variables and hence not murually correlated.
In such a case, manager can not vary one of them and expect other variable to vary. For example,
correlation in increase in share prices and stronger rupee against dollar may be due to increase in
Foreign Direct Investment (FDI). In this case expecting to control falling share prices through selling
dollars by the Reserve Bank is incorrect. To control these two variables we need to control FD1.  Further,
if the falling share prices are due to market sentiments or overheated market, controlling FDI may not
help. Thus, the manager needs to analyze the problem in business environment before he/she can apply
the correlation analysis in decision-making.

The correlaton can be studied as positive and negative, simple and multiple, partial and toral,
linear and non linear. Further the method to study the correlation is plotiing graphs on x-y axis or by
algebraic calculation of coefficient of correlation. Graphs are usually scatter diagrams or line diagrams.
The correlation coefficients have been defined in different ways, of these Karl Pearson’s correlation
coefficient; Spearman’s Rank correlation coefficient and coefficient of determination are more popular.
Drawing scatter diagram was discussed in chapter 3. Here we will discuss coefficients of correlation.
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And bﬂ:m"ijly) ng ’ n nz )]
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_l_zxz_ i=i
ne="' i'n

For finding regression equation of X on Y we follow similar procedure and get the regression line
equation as

(x-XF § (v-Y ... (10)
15 25 2
— Y xy, - x =
X.Y) n%
With bx}'___t':m«'fy2 ) _nia nn \zn .
’ 1 p2
= .2— i)
n f

Further, covariance of (X, 1) is,

cov(XY) = -l-i(x,. - X))y, +F)=—E2(x,-y,. -xY - Xy, -XY)

1=l

1 n _}Ex! i " - — —_—
= —Ex‘y -y & X & +XY=—Ex‘.y'—}’7(-XY+XY
n =l n n =l
12 ——
= —2zxy —XY . (12)
Hllf

Also, variance of X is,

var(X) = lii(xi Xy ='];£;(sz - 2xt.f+ "YI)
n= [

a __;:x‘- X . 1 » - =
= lExf—;urL+—EI=—}:;\-,F‘—2)i:"‘+)r“
=l 73 n =l yi=i
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O, (}-1—32)=1.53x(x—z‘,;—'s)::»(j—16.625)=l.53x(x-3.3125)

Or, §=1.53x+11.557 (Ans)

2. Now, g,P:J ("' )= %‘9—(133) =281.125-276.391=4.734

Therefore, o, =2.176

L 41267 =0.993 {Ans)

Hence, r=5,, xTx X =1.53x%
oy

Note: Since correlation coefficient r is close o 1, there is strong association. Hence the relation can be
deemed as reasonable valid. We can also find the significance of correlation coefficient with £ test

as,

(n-2)

(1-r"

=0.993 x20.738 =20.593

t value as per table of degrees of freedom df = (n — 2) = 6 significance level 5% is, 1.943

Since the calculated value is greater than the value from the wble, association is significanc. {In the
next section we will see how to estimate the goodness of regression line fir).

3. For number of units 13500, x = 13.5. The estimated cost of output is,

F=1.53x+11,557 =1.53 x13.5 +11.557 =32.212 (Ans)

INDEX NUMBER

Index numbers are statistical measures designed to show changes in a variable or group of related
variables with respect to time, geographic location or other characteristics such as income, profession,
etc. Index Number is a number that expresses the relative change in price, quantity; or value compared
1o a base period. A collection of index numbers for different years, locations, etc., is sometimes called an
index series. If the index number is used to measure the relative change in just one variable, such as
hourly wages in manufacturing, we refer to this as a simple index. It is the ratic of two values of the
variable and that ratio converted to a percentage. The following four examples will serve to illustrate the
use of index numbers.

Index numbers are meant to study the change in the effects of such factors which cannot be measured
directly. According to Bowley, “Index numbers are used to measure the changes in some quantity which
we cannort observe directly”. For example, changes in business activity in a country are not capable of
direct measurement but it is possible to study relative changes in business activity by studying the
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variations in the values of some such factors which affecr business activity, and which are capable of
direct measurement.

Index numbers are commeonly used sratistical device for measuring the combined fluctuations in a
group related variables. If we wish to compare the price level of consumer items today with that prevalent
ten years ago, we are not interested in comparing the prices of only one item, but in comparing some
sort of average price levels, We may wish to compare the present agricultural production or industrial
production with that at the time of independence. Here again, we have to consider all items of production
and each item may have undergone a different fractional increase (or even a decrease). How do we
obtain a compaosite measure? This composite measure is provided by index numbers which may be
defined as a device for combining the variations that have come in group of related variables over a
period of time, with a view to obtain a figure that represents the ‘net’ result of the change in the
constiture variables.

Index numbers may be classified in terms of the variables that they arc intended to measure. [n
business, different groups of variables tn the measurement of which index number techniques are
commonly used are {i) price, (ii) quantity, (iii) value and (iv) business activiry. Thus, we have index of
wholesale prices, index of consumer prices, index of industrial outpur, index of value of exports and
index of business activity, etc. Here we shall be mainly interested in index numbers of prices showing
changes with respect to tme, although methods described can be applied to other cases. In general, the
present level of prices is compared with the level of prices in the past. The present period is called the
current period and some period in the past is called the base period.

Simple Index Number:

A simple index number is a number that measures a relative change in a single variable with respect
to a base.

Compasise Index Number:

A composite index number is a number that measures an average relative changes in a group of
relative variables with respect to a base.

Types of Index Numbers:
Following types of index numbers are usually used:
Price mdex Numbers:

Price index numbers measure the relative changes in prices of a commaodities berween two periods.
Prices can be either retail or wholesale.

Quanrity Index Numbers:

These index numbers are considered to measuse changes in the physical quantity of goods produced,
consumed or sold of an item or a group of items.

Constructing an Index

value in period n

Index for any time period n = *100

value in base period
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If A, B and C are mutually exclusive, then equation (1) can be written as

P(AUBUC)=P(A)+ P(B)+ P(C} e (3)
IfAl, A, A are n events of a sample space S, the respective equations (1), (2) and (3) can be
modified as

P(4U4 .. U4)=2r(4)-ZZP(4NA)+ZZTP(4,N4,N4,)

( )"P(A.IﬂA:ﬂ ﬂA")(Hk_;;tk etc.) e (4)
P(AUAU .. UA)=1-P(ANAN ..NA) e (5)
P(AUAU .. U@):Ep(,q,.) wre (6)

(if the events are mutually exclusive)

4.  The probability of occutrence of at least two of the three events can be written as:
PlanBU(BNCY (AN &) =P(A By P(B ) MM &) 3P(aNBNC)+P(AN H) C)

=P(ANB}+ P(BNC)+ P(ANC)-2P(AN BNC)

S.  The probability of occurrence of exactly twa of the three events can be written as:
P[(ANBNC)U(4NBNC)U(AN BN C)]=P[(AN BYJ (BN CY) (4N €)] -P(ANBNC)

(using corollary 2)

=P(ANB)+ P(BNC)+ P(ANC)-3P(ANBNC) (using corollary 4)

6. The probability of occurrence of exactly one of the three events can be written as:
P[(ANBNC)U(ANBNC)U(ANBNC)] = Plat least one of the three events occur)
— P(at least ewo of the three events accur).
= P(A4)+ P(B)+ P(C}-2P{4NB)-3P(BNC)-2P(4NC)+3P(ANBNC).

Example 2.1: In a group of 1,000 persons, there are 650 who can speak Hindi, 400 can speak English
and 150 can speak both Hindi and English. If a person is selected at random, what is the probability
that he speaks (i) Hindi only, (ii) English only, (iii) only one of the two languages, {iv) at least one of the
two languages?

Solution: Let A denote the event that a person selected at random speaks Hindi and B denotes the event
that he speaks English.

Thus, we have n(4) = 650, n(B) = 400, n(ANB)=150 and A(S) = 1000,
where n(A), n(B), etc. denote the number of persons belonging to the respective event.

(i) The probability that a person selected ar random speaks Hindi only, is given by
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n(4) n(ANB) 650 150 1
n(S)  n(S) 1000 1000 2

P(4NE)=

(ii) The probability that a person selected at random speaks English only, is given by

—~m_7(8) n(ANB) 400 150 1
P(ans)= a(S)  »(S) 1000 1000 4

(iii) The probability that a person selected at random speaks only one of the languages, is given by
P[(AﬂE)U(EﬂB)]= P(A)+P(B)-2P(ANB) (see corollary 2)

_n(A)+n(B)-2n(ANB) _650+400-300 3
n(S) 1000 4

(iv) The probability that a person selected at random speaks at least one of the languages, is given by
650+400-150 9
1000 10

Alternative Method: The above probabilities can easily be computed by the following nine-square
table:

P(AUB)=

B B Towl
A [ 150 | 500 | 650

A | 250 [ 100 | 350
Total| 400 | 600 | 1000

From the above table, we can write

= 500 1
i PlAB)l=——=—
O PANB)=00=3
.. — 250 1
PlAMNB)=——=—-
(W PANB)= T r=1
= - 500+250 3
(iii) P[(AHB)U(AH;B):I=W=Z
150+500+250 9
iv) P(AUB)=—"—"T—F"T""=—
() ( U ) 1000 10
This can, alternatively, be written as P(AUB):I—P(EH E):l—ﬂz 2
! 1000 10

Multiplication or Compound Probability Theorem

A compound event is the result of the simultaneous occurrence of two or more evenes. For convenience,
we assume that there are two evencs; however, the results can be easily generalized. The probability of
the compound event would depend upon whether the events are independent or not. Thus, we shall

discuss two theorems; {a) Conditional Probabilisy Theoremn, and (b) Multiplicative Theoremn for Independent

Evenss,


http:B)=l-p(A:nS)=l-1.00
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RANDOM VARIABLES

Given any random variable, corresponding to a sample space, it is possible to assaciate probabilities to
each of its possible values. For example, in the toss of 3 coins, assuming that they are unbiased, the
probabilities of various values of the random variable X, can be written as:

p(x:o):%, p(x:1)=§, P(X=2)=§and P(X=3)=%_

The set of all possible values of the random variable X alongwith their respective probabilities is
termed as Probability Distribution of X. The probability distribution of X, defined in example 1 above,
can be written in a wbular form as given below:

X 0 1 2 3 Toal
i 3 3 1
Xy : - = = —=
P( ) 8 8 8 8
Note that the total probability is equal to unity.

In general, the set of n possible values of a random variable X; i.c., {X,, X, ..... X} along with theic

respective probabilities p(X)), p(X)), ...... p(X), where ip(){’i)zl, is called a probability distribution
of X. The expression p(X) is called the probability function of X.

Discrete and Continuous Probability Distributions

Like any other variable, a random variable X can be discrete or continuous. If X can ke only finite or
countably infinite set of values, it is termed as a discrece random variable. On the other hand, if X can
take an uncounmble set of infinite values, it is called a continuous random variable.

The random variable defined in example 1 is a discrete random variable. However, if X denotes the
measurement of heights of persons or the eime interval of arrival of a specified number of calls at a
telephone desk, etc., it would be termed as a continuous random variable.

The distribution of a discrete random variable is called the Disctete Probability Distribution and
the corresponding probability function p{X) is called a Probability Mass Function. In order that any
discrete function p(X) may serve as probability function of a discrete random variable X, the following
conditions must be satisfied :

@) pX) 20vyi=12 ... n and

i3 p(x)=1

[n a simifar way, the distribution of a continuous random variable is called a Continuons Probability
Diseribution and the corresponding probability function p(X) is termed as the Probability Density Function.

The conditions for any function of a continuous variable to serve as a probability density function are :

{i) p(X) > 0 vy real values of X, and

W [ plx)ax=1
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Moments

The rth moment of a disctete random variable about its mean is defined as:

L

po=E(X -p) = 2K -p) pX)

p=1
Similarly, the rth moment about any arbitrary value A, can be written as

]

= E(X - A) = 3%, - a) px)

=t

The expressions for the central and the raw moments, when X is a continuous random variable, can
be written as

= E(X =) =] (X -py . px)ax

and p = E(X - A4) =I (X - A) .p(X)dX respectively.

w0
-0

EXPECTED VALUE

Theorem 1
Expected value of a constant is the constant itself, i.e., E(b} = b, where b is a constant.

Proof

The given situation can be regarded as a probability distribution in which the random variable takes a
value b with probability 1 and rakes some other real value, say a, with probabilicy G.

Thus, we can write E(b) =bx 1 +ax0=b

Theorem 2
E(aX) = aE(X), where X is a random variable and a is constant.
Proof

For a discrete random variable X with probability function p(X), we have :

E(aX) = aX,.p(X,) + aX,p(X,) + oo + aX_p(X,)

=a§x,.p(x,)=a£(x)

Combining the results of theorems 1 and 2, we can wrire
E(aX + by = aEX) + b

Remarks: Using the above result, we can write an alternative expression for the variance of X, as
given below :
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ot = E(X - p) = BOCE - 2uX + o)
= EQC) - 2uE(X) + p? = EXF) - 217 + !
= EQC) - @2 = E{X?) - [E(XX))?
= Mean of Squares - Square of the Mean
We note that the above expression is identical to the expression for the variance of a frequency
distribution.
Theorems on Variance
Theorem 1
The vartance of a constant is zero.
Proof
Let b be the given constant. We can write the expression for the variance of b as:
Var(b} = E[b - E(b)]* = E[b - b]|= 0.
Theorem 2
Var(X + b} = Var{X).
Proof
We can write Var(X + b) = E[X + b - E(X « b})? = E[X + b - E{X) - b]®
= E[X - E(X)]* = Var(X)
Similarly, it can be shown that Var(X - b) = Var(X)
Remarks: The above theorem shows that variance is independent of change of origin.
Theorem 3
Var{aX) = a*Var(X)
Proof
We can write Var(aX) = E[aX - EaX)}]? = E{aX - aEX)]?
= a’E[X - E(X))? = a*Var(X).
Combining the results of theorems 2 and 3, we can write
Var(aX + b) = a?Var(X).
This result shows that the variance is independent of change origin but not of change of scale.
Remarks:

1.  On the basis of the theorems on expectation and variance, we can say thar if X is a random
variable, then its linear combination, 2X + b, is also a random variable with mean aEQQ + b and
Variance equal to a?Var(X).

2. The above theorems can also be proved for a contnucus random variable.
Example 2.8

Compute mean and variance of the probability distributions of fo]lowing conditions.
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X 01 2E

(i) I ERERS
P()a 8|8 8
Solution

From the above distribution, we can write

E(X)zﬂx%+lx%+2x%+3x%=1.5

To find variance of X, we write
Var(X) = E(X?) - [EQOF, where E{X*)=3 X°p(X)

Now, E(XZ):Ox-:;+lx—g~+4x%+ 9)(—;—:3‘

Thus, Var(X) = 3 - (1.5} = 0.75

X 2 3 4 5 6 7 8 9 10 11 12| Tom
i L 22 45 6 5 4 3 2 1
P13 36 36 36 36 36 36 36 36 36 36

Solution

E(X):Zx—!—+3 xi+4xi+5xi+6xi+7x£
36 36 36 36 36 36

+8x—§-+9xi+10>¢—3—+11X—z-+12xi=£=7
36 36 36 36 36 36
1 2 3 4 5 6
E(X)=4Xx—+9x—+16X— 425X — + 36X —+49 x —
Further, £(X7)=4x 20 36 36 36 36 36
+64xi+81x—4—+,100xi+121xi+l44x—1~=%=54.8
36 36 36 36 6 36

Thus, Var(X} = 54.8 - 49 = 5.8

X 11213
4 1127 4

(iii) P X) | o | o 0
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(i) EOL of buying type ] Souvenir =0 x 0.6 +850 x 0.4 =340
EOL of buying type II Souvenir = 400 x 0.6 + 400 x 0.4 =400.
EQL of buying type 111 Souvenir =900 x 0.6 +0 x 0.4 =540.

Since the EQOL of buying Type I Souvenir is minimum, the optimal decision is to buy Type I
Souvenir. ‘

(iii} Cost of uncertainty = EQL of optimal action = Rs. 340

Binomial Distribution

Binomial distribution is a theoretical probability distribution which was given by James Bernoulli. This
distribution is applicable to situations with the following characteristics:

1. An experiment consists of a finite number of repeated trials.

2. Each trial has only two possible, murally exclusive, outcomes which are termed as a ‘success’ or a
‘failure’.

3. The probability of a success, denoted by p, is known and remains constant from trial to trial. The
probability of a failure, denoted by g, is equal to 1 — .

4.  Different trials are independent, i.e., outcome of any trial or sequence of trials has no effect on the
outcome of the subsequent trials.

The sequence of trials under the above assumptions is also termed as Bernoulli Trials.
Probabilicy Function or Probability Mass Function

Let # be rhe towal number of repeated trials, p be the probabilicy of a success in a trial and ¢ be the
probability of its failure so that g = 1 — p.

Let r be a random variable which denotes the number of successes in n trials. The possible values of
rare 0, 1, 2, ...... 7. We are interested in finding the probabilicy of r successes out of n trials, 1e., Xr).

To find this probabilicy, we assume that the first r trials are successes and remaining 7 - 7 trials are
failures. Since different trials are assumed to be independent, the probability of this sequence is

PP 4G g
J f ——— LE p'q.

* T (a~r) mmas
Since out of n trials any 7 erials can be success, the number of sequences showing any r trials as

success and remaining (7 — 7) trials as failure is "C,, where the probability of r successes in each trial is
P'q~". Hence, the required probability is P(r)="C, p'¢"", where r = 0, 1, 2, ...... n.

Writing this distribution in a tabular form, we have

r 0 1 2 .. n Total
Pr) "CuPuq” "G p qu “CZPZ‘F"_J ------ "C..P"‘fn 1

It should be noted here that the probabilities obmined for various values of  are the terms in the
binomial expansion of (¢ + p)" and thus, the distribution is trermed as Binomial Distriburion.






{c)

(d)
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Or the standard deviation = \ﬁ:p_q

2 . N .
Remarks: ©” = npg =mean x g, which shows that g7 < peun, since 0 < g <1.

The values of 4y, u,, B and B,

Proceeding as above, we can obrain
py=E(r—np) =npq (4~ p)

p, =E(r—np) =3n’p’q"+ npg (1~ 6pq )

2 g2 2qz At —_ay
Mio Bt TE }(Jqlp) _(g-»p)
Hy np'g npq

The above result shows that the distribution is symmetrical when

p=qg= %, negatively skewed if g4 < p, and positively skewed if g > p

_u, 3n'pq +npg(l-6pg) . (1-6pq)
=== 7 2 32 =3+
I, n’p'q npq

The above result shows that the distribution is leprokurtic if 6pg < 1, platykurtic
if 6pg » 1 and mesokurtic if 6pg = 1,

Mode: Mode is that value of the random variable for which probability is maximum.
If r is mode of a binomial distribution, then we have

Pr-DsPH2Pr+ 1)

Consider the inequalitcy Xr) > Pr+ 1)

or ncrprqn—r 2" ,,,]F{Hqﬂ_r_l

t
r_R-r H. rel _mer-|

A" e (m-r)”

] 1
or (n+r)'q2(r+l)'p ofr gr+g2np—pr

Solving the zbove inequality for 7, we get
r2(n+l)p-—l e (1)
Similarly, on solving the inequality Xr - 1) < Pr) for r, we can get

rS(nH)p v (20
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Combining inequalities (1) and (2), we get
(n+l)p-1sr<{n+l)p

Case I: When (n + 1)p is not an integer

When (7 + 1)p is not an integer, then (7 + 1) p — 1 is also nor an integer. Therefore, mode will be an
integer between (7 + 1)p — 1 and (» + 1)}p or mode will be an integral part of (7 + 1)p.

Case II: When (n + 1)p is an integer

When (7 + 1)p is an integer, the distribution will be bimodal and the two modal values would be (7 +
1Dp—1and (m + 1)p.

Example 2,13: An unbiased die is tossed three times. Find the probability of obeaining (a) no six, (b)

one six, (c) at least one six, {d} two sixes and (e} three sixes.

Solution: The three tosses of a die can be taken as three repeated trials which are independent. Let the
ocaurrence of six be termed as a success. Therefore, r will denote the number of six obtained. Further, n

= 3 and P"'%.

(a) Probability of obtaining no six, e,

0 3
p(r :0):3C0p0q3 =1_[1] [E) :&5.

6).6) 216
N 2
P(r=1)=3C,p’ 2=3.(1)[§] =2
(b) P(r=1)="Cpgq sl\s) “m
(c) Drobability of gering at | = 1= P 0) ===
<) Probability of getting at least one six = 1 — Pr = 0) 216 216

—ay=3~ 21 _af1 2(5]_5

=7)= =3([2]|(2]|==
@ Pr=2)=lcyly =3(1)(2)=2

3

=3 =3 30 = [_1.] =l
(&) Pr=3)="Cp'y’ =3{1] =L
Example 2.14: Assuming that it is true that 2 in 10 industrial accidents are due to fatigue, find the
probability that:

(a) Exactly 2 of 8 industrial accidents will be due to fatigue.
(b) At least 2 of the 8 industrial accidents will be due to farigue.
Solution: Eight industrial accidents can be regarded as Bernoulli trials each with probabiltty of success

Z-1 The random variable r denotes the number of accidents due to fatigue.

P 10 5
@) P(r=2) =%{%T&]ﬁ =o.2§4

(b) We have to find Pr > 2}). We can write
Plr > 2) = 1 - X0} — P(1), thus, we first find A0) and P(1).
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s~ (1YY
We have P(0)= C“[E) EEJ =0.168

and P(1) =8c1(%)1(%]? =0.336

Ar22)=1-0.168 - 0.336 = 0.496

Check Your Progress 1
Fill in the blanks:

1. A phenomenon or an experiment which can result into more than one possible outcome is called

2. The occurrence or non-occurrence of a2 phenomenon is called an ................

3.  When a random variable is expressed in monetary units, its expected value is often termed as

POISSON

This distribution was derived by a noted mathematician, Simon D. Poissca, in 1837, He derived this
distribution as a limiting case of binomial distribution, when the number of trials n tends to become
vety large and the probability of success in a trial p tends 1o become very small such that their product
np remains a constant. This distribution is used as a model to describe the probability distribution of a
random variable defined over a unit of time, length or space. For example, the number of telephone calls
received per hour at a telephone exchange, the number of accidents in a city per week, the number of
defects per meter of cloth, the number of insurance claims per year, the number breakdowns of machines
at a factory per day, the number of arrivals of customers at a shop per hour, the number of ryping errors
per page etc.

Poisson Process

Let us assume that on an average 3 telephone calls are received per 10 minutes at a telephene exchange
desk and we want to find the probability of receiving a telephone call in the next 10 minutes. In an
effort to apply binomial distribution, we can divide the interval of 10 minutes into 10 intervals of 1
minute each so that the probabiliry of receiving a telephone call (i.e., a success) in each minute (ie.,
trial) becomes 3/10 (note that p = m/n, where m denotes mean), Thus, there are 10 trials which are
independent, each with probability of success = 3/10. However, the main difficulry with this formulation
is that, strictly speaking, these trials are not Bernoulli trials. One essential requirement of such trials,
that each trial must result into one of the two possible outcomes, is violated here. In the above example,
a trial, i.e. an interval of one minute, may result into 0, 1, 2, ...... successes depending upon whether
the exchange desk receives none, one, two, ...... telephone calls respectively.

One possible way out is to divide the time interval of 10 minutes into a large number of small
intervals so that the probability of receiving two or more telephone calls in an interval becomes almost
zero. This is illustrated by the following table which shows that the probabilities of receiving two calls
decreases sharply as the number of intervals are increased, keeping the average number of calls, 3 calls in
10 minutes in our example, as constant.
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Here ¢ is a constant with value = 2.71828... . Note that Poisson distribution is 2 discrete probabilicy
distribution with single parameter m.

r _m[ m om o J
=" [ 14+ —+—+—+ .,
12t 3

Summary Measures of Poisson Distribution

(a) Mean: The mean of a Poisson variate r is defined as

@ _ ,- . ot r i 4
—m m ; m m
E(r)'—'moi é] r ])T [m+m +E+T+ :|

2 3
=me""|:l+m +0_+ M4 ....:|=me""e’" =m
2! 3!

(b) Variance: The variance of a Poisson variate is defined as

Var(r) = Er — m)? = E(P) — m?

Now E(r?) = Z g[ -1)+r 1P () Z[rr 1)]A( ]+ZrP

—Z[rr 1] L im= e‘”z( +m

ol 2 s o mt oA
=m+e m+m4+—+—+ ..
21 3

2 _-m m2 m3 2
=m+me"|l+m+—+—+ ... |=m+tm
21 3

!
Thus, Var(r) = m + rrt = m? = i | /
Also standard deviation g =+/m -

{¢) The values of B,, B,, B, and B,
It can be shown that gy=mand p,= m + 3m’.

. ﬂ :#—:=m—=—
. 1 #; m] m
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Since m is a positive quanticy, therefore, B, is always positive and hence the Poisson distribution

is always positively skewed. We note that B, — 0 as m — o, therefore the distribution tends to

become more and more symmetrical for large values of m.

My m+3m’ 1
Further, & —;;‘— e =3“';_’3 asm —=®  This result shows that the distriburion
2

becomes normal for large values of m.

{(d) Mode: As in binomial distribution, a Poisson variate » will be mode if
P(r-1)<P(r)zP(r+1)

The inequality P{r—1)<P(r) can be written as

—~nt r-1 -m T

eg".m e .m m
= = 1£€— = r<m (1)
(r-1)! r! r

Similarly, the inequality P(r)2 P(r+1) can be shown to imply that
r 2- pr—1 e (2)
Combining (1} and (2), we can write m-1<r<m.

Case I: When »1 is not an integer

The integral part of m will be mode.

Case I1: When »7 is an integer

The distribution is bimodal with values »r and m — 1.

Example 2.15; The average number of customer arrivals per minute at a super bazaar is 2. Find the
probability that during one particular minute (i) exactly 3 customers will arrive, (ii} at the most two
customers will arrive, (iii) at least one customer will arrive.

Solution: 1t is given that m = 2. Let the number of arrivals per minute be denoted by the random
variable r. The required probabilicy is given by

e*2' 0.13534x8

() P(r=3)= 5 - =0.18045
L et2 4
iy Plre2)=32 =g 1+2+- [=0.13534x5=0.6767.
prll 2
-2 a0
(iii) P(rZI)zl-P(r:O)zl—eo'!z =1-0.13534 = 0.86464.

Example 2.16: An executive makes, on an average, 5 telephone calls per hour at a cost which may be
taken as Rs 2 per call. Determine the probability that in any hour the telephone calls' cost (i} exceeds
Rs 6, (i) remains less than Rs 10.
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1 -_l[m"

[+

_p(X)=UJE.€2 © where —0 <« X <o,

Here 7 and o are absolute constants with values 3.14159.... and 2.71828.... respectively.

It may be noted here thac this distribution is completely known if the values of mean m and
standard deviation o are known. Thus, the distribution has two parameters, viz. mean and standard
deviation.

Shape of Normal Probability Curve

For given values of the parameters, m and s, the shape of the curve corresponding to normal probability
density function p(X) is as shown in Figure. 2.1

p(X)

O M X

Normal Probability Curve

It should be noted here that although we seldom encounter variables that have a range from - w0 to
w0, as shown by the normal curve, nevertheless the curves generated by the relative frequency histograms
of various variables closely resembles the shape of normal curve.

Properties of Normal Probability Curve

A normal probability curve or normal curve has the following properties :

1. It is a bell shaped symmetrical curve about the ordinate at X = p. The ordinate is maximum at
X=n.

2. It is unimodal curve and its tails extend infinitely in both directions, i.e., the curve is asymprotic
to X axis in both directions.

3.  All the three measures of central tendency coincide, i.e.,
mean = median = mode

4. The total area under the curve gives the total probability of the random variable raking values
berween - to oo. Mathematically, it can be shown that

. ESh
P(~m<X<m)=J‘_wp(X)dX=LO—!—e}l o) ux =1,

o2
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10.

11.

12,

13.

14.

Since median = 7z, the ordinate ar X = p divides the area under the normal curve into owo equal

parts, i.e,
JLp(X)ax=[" p(x)dx=0.5

The value of p(X) is always non-negative for all values of X, i.e., the whole curve lies above X axis.
The points of inflexion {the point at which curvature changes) of the curve are at X= ¢ = .

The quartiles are equidistant from median, ie., M, - Q, = Q, - M,, by virtue of symmerry. Also
Q = U= 067450, Q, = U + 0.6745 0, quartile deviation = ¢ 0.6745 and mean deviation =

0.8 o , approximately.
Since the distribution is symmetrical, all odd ordered central moments are zero.

The successive even ordered central moments are related according to the following recurrence
formula

Hy, = 2n- o,  for =1, 2,3, ..
The value of moment coefficient of skewness fi, is zero.

4

The coefficient of kurtosis 4, =£;— = 3—0;- =3.
H, o
Note that the above expression makes use of property 10,
Additive or reproductive property
IF X, X\ .. X ate n independent normal variates with means p, p,,...... . and variances

2 z 3 + . - . . -
61,95, g, respectively, then their linear combination 2 X, + 24X, + ...... +aX is also a

n L]
. . - . 2 2
normal variare with mean Z‘a.i#a and variance Za‘ a, .

i=l i=i

In particular, if 4, = 4, = ...... =a, =1, we have ZX, is a normal variate with mean Zﬂ,- and

. ] . . . .
variance ZO} . Thus the sum of independent normal variates is also a normal variate.

Area property: The area under the normal curve is distributed by its standard deviation in the
following manner :





http:I~(----95.44
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Expectation of a Function of Random Variables

Let F(X,Y) be a function of two random variables X and Y. Then we can write

E[o(x.7)]=3 Y o(%. %)z,

=l =1
Expression for Covariance

As a particular case, assume that ¢(X,-,Y}) =(X, —P,\-](Y} —].l-r), where E(X)=pn, and E(¥})=p,
Thus, E[(X —n )Y ‘F‘r)]=§§(xs ”l‘x)(yf "u.«)p,_-,-

The above expression, which is the mean of the product of deviations of values from their respective
means, is known as the Covariance of X and Y denoted as Cov(X, Y) or 8. Thus, we can write

va(X,Y)=E[(X —llx)(y_“r)]
An alternative expression of Cov(X, Y)
Col X,Y)= E[{X - EQO}{Y - E(Y)} ]
=E[ XY - E(V)} - E(X){Y - E(V)} ]

= E[X.Y— X.E(Y)]= E(XY)» E(X).E(Y) -
Note that E{{Y — E(Y)}] = 0, the sum of deviations of values from their arithmetic mean.

Remarks:

1. IfX and Y are independent random variables, the right hand side of the above equarion will be
zero. Thus, covariance between independent variables is always equal 1o zero,

2. COV@a+bX,c+dY)=bd COV(X, Y)
3. COV(X, X) = VARX)
Mean and Variance of a Linear Combination

Let Z=9(X,Y)=aX+ bY be a lincar combination of the two random variables X and Y, then using

the theorem of addition of expactation, we can  wnite
Wy, = E(Z)=E(aX +bY) =aE(X) +bE(Y) =ap, +bp

Further, the variance of Z is given by

o) = E[Z - E(Z) = E[aX+ bY - au y— | = E[a(X —p, } +6(Y -, ) T
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=dE(X-n, Y+ EE(Y-p, )+ 2a6E(X-p ) (¥-u,)

3 2 2
= a'ch + b'ol + 2abo

Remarks:
1. The above results indicate that any funcrion of random variables is also a random variable.
2. IfXand Y arc independent, then a,, =0, . o} =z'cy+ b'c;

3. IfZ=aX - bY, then we can write 65 = 2’0y + !J‘G; - 2abs |, . However, 67 = a’c’ + bloy, if X
and Y are tndependent.
4. The above resulrs can be generalised. If X, X,, .. . X are k independent random variables with

. -3 .
means W, H,, ... b, and variances o’ 0%, ... .o} respectively, then

E(X £X,2 . £X,)=pn2p,+ .ty

and ‘./'m'()(t tX,f .. tX,])=0l+0+ ..+0}
Notes:
1. The general result on expectation of the sum or difference will hold even if the random variables

are nort independent.
2. The above result can also be proved for continuous random variables.
Example 2,22

A random variable X has the following probability distribution :
X -2 =1
Probability é p

(i) Find the value of p.
(ii) Calculate E(X + 2) and E(2X* + 3X + 5),

Solution

Since the total probability under a probability discribution is equal to unicy, the value of p should be

1 1 1
4 pt—tpt—=1,
such that . P A p 5

This condition gives p=—

24

1 5 1 5 1
EX)==-2~-=-1.—4+0—-+1.—+2.—=0
Further, {X) p Y y A e
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E(Xz)zti.l+l,i+0.l+1.i+4.l=Z,
6 24 4 4 6 3
FX+2)=EX)+2=0+2=2
and EQX 43X +5)= 2E(X 1)+ 3E(X)+ 5= 2.%+ 0+ 5=8.5

Example 2.23

A dealer of ceiling fans has estimated the following probability distribution of the price of a ceiling fan
in the next summer season:

Price(P)  : 800 825 850 875 900
Probabiliy(p) : 015 025 030 020 0.10

If the demand (x) of his ceiling fans follows a linear relation x = 6000 - 4P, find expected demand of
fans and expected total revenue of the dealer.

Solution

Since P is a random variable, therefore, x = 6000 - 4P, is also a random vartable. Further, Total Revenue
TR = Bx = 6000 - 4P? is also a random variable.

From the given probability distribution, we have

E(P) = 800 x 0.15 + 825 x 0.25 + 850 x 0.30 + 875 x 0.20 + 900 x 0.10
= Rs 846.25 and
E(P) = (800F x 0.15 + (825)% x 0.25 + (850)* x 0.30 + (875) x 0.20
+ {900)? x 0.10 = 717031.25
Thus, E(X) = 6000 - 4E(P) = 6000 - 4 x 846.25 = 2615 fans.
And  E(TR) = 6000E(P) - 4E(P*)
= 6000 x 846.25 - 4 x 717031.25 = Rs 22,09,375.00
Example 2,24

A person applies for equity shares of Rs 10 each to be issued at a premium of Rs 6 per share; Rs 8 per
share being payable along with the application and che balance at the time of allotment. The issuing
company may issue 50 or 100 shares to those who apply for 200 shares, the probability of issuing 50
shares being 0.4 and that of issuing 100 shares is 0.6. In either case, che probability of an application
being selected for allotment of any shares is 0.2 The allorment usually cakes three months and the
market price per share is expected to be Rs 25 at the time of allorment. Find the expected rate of return
of the person per month.

Selution

Ler A be the event that the application of the person is considered for allotment, B, be the event that he
is allotred 50 shares and B, be the event that he is allotted 100 shares. Further, let R, denote the rate of
return (per month) when 50 shares are allotted, R, be the rate of return when 100 shares are allotted
and R = R, + R, be the combined rate of return.


http:22,09,375.00
http:71703l.25
http:71703l.25
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We are given that P(A) = 0.2, P(B,/A) = 0.4 and P(B,/A) = 0.6.
(a) “When 50 shares are allotted

The return on investment in 3 months = (25 - 16)50 = 450

Monthly rate of return =4—;O =150

The probabiliry that he is allotted 50 shares = P{A B )= (A).P(5, 1A)=0.2%0.4=0.08

Thus, the random variable R, takes a value 150 with probability 0.08 and it takes a value 0 with
probability 1 - 0.08 = 0.92

E(RI) =150 x 0.08 + 0 = §12.00
(b} “When 100 shares are allotred

The return on investment in 3 months = (25 - 16).100 = 900

. Monthly rate of return =% =300

The probability that he is allotted 100 shares = P{A(B,)= P(A).P(B,/ A)=02x%0.6=0.12

Thus, the random variable R, takes a value 300 with probabilicy 0.12 and it takes a value 0 with
probability 1 - 0.12 = 0.88

E(R,) = 300 x 0.12 + 0 = 36
Hence, E(R) = E(R, + R)) = E(R;} + E(R2) = 12 + 36 = 48
Example 2,25
What is the mathematical expectation of the sum of points on n unbiased dice?
Selution

Let X, denote the number obtained on the i th die. Therefore, the sum of points on n dice is 5 = X| +

)(1 F o + X, and
E(S) = E(XI) + E(XI) - + E(X).

Furcher, the number oa the i th die, i.e., X, follows the following distribution :

X 1 2 3 4 5 6

1 1T 1 1 1 1
X - 2 - 2
AX) e S 5 6 6 6

E(X,]=%(1+1+3+ 445+ 6)=% (i=1,2 .. 0

Tl’lUS. E(S]:%-{*%-l— +-Z* (n timcs): —75’1


http:p(AnB2)=p(A).P(B2IA)=0.2xO.6=0.12
http:p(AnB,)=p(A).P(BJA)=0.2x0.4=0.08
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Example 2.26

If X and Y are two independent random variables with means 50 and 120 and variances 10 and 12
respectively, find the mean and variance of Z = 4X + 3Y.

Solution
E(Z) = E(4X + 3Y} = 4E(X) + 3E(Y) =4 x 50+ 3 x 120 = 560

Since X and Y are independent, we can write

Var(Z) = Var(4X + 3Y) = 16Var(X) + 9Var(Y) = 16 x 10+ 9 x 12 = 268
Example 2.27

Ir costs Rs 600 to test a machine. If a defective machine is installed, it costs Rs 12,000 to repair the
damage resulting to the machine. Is it more profirable ro install the machine withour testing if it is
known that 3% of all the machines produced are defective? Show by calcularions.

Solution

Here X is a random variable which takes a value 12,000 with probabiliry 0.03 and a value 0 with
probability 0.97.

E(X) = 12000 % 0.03 + 0 x 0.97 = Rs 360.

Since E(X) is less than Rs 600, the cost of testing the machine, hence, it is more profitable to install
the machine without tescng.

Check Your Progress 2
Fill in the blanks:

Lo is used as a model to describe the probability distribution of a randem variable
defined over a unir of time, length or space.

2.  The number of occurrences in an mrerval is .................. .. of the number of occurrences in
another interval .

3. Normal distriburion was first observed as the ............ooeen . by the sratisticians of the
eighteenth cenrury. )

SUMMARY

The concept of probability originated from the analysis of the games of chance in the 17th century, It
is the backbone of Staristical Inference and Decision Theory that are essential tools of the analysis of
most of the modern business and economic problems.

A phenomenon or an experiment which can result into more than one possible cutcome is called a
random phenomenon or random experiment or statistical experiment. If n is the number of equally
likely, murually exclusive and exhaustive outcomes of a random experiment ouc’of which m outcomes
are favorable to the occurrence of an event A, then the probability that A occurs, denoted by P (A).
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Distribution pm f.lpdf. | Rangeof RV.| Parameters
{i) Binomial “Cpq 0,1,2,...n nand p
L3 M-k
ti) Hyper - NG,
(t) Hyper - (—li(f——) 0,1,2,..n | nN andk
geometric C
(111) Poisson € :rn 0,1,2,...m m
r!
(iv) Exponential me ™ D<t<cm m
1 J[&a}l
(v} Normal e " ~w<X<w | yando
av2n
1 -7
{vi} S.Normal el —m gz <o ¢ and 1
N2nx
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e  Binomial Distribution ® Random Variable

®  Poisson distribution e Normal Distriburion
®  Expected value ¢  Hypergeometric distriburion

] Functions

REVIEW QUESTIONS

Section A (2 or 3 Marks Questions)

1. What is probabilicy?

Write down the concept of addition theorem.

What are the parameters of a binomial distribution?

State the conditions under which binomial probabilicy model is appropriate.
What is a ‘Poisson Process’?

Write some business and economic situations where Poisson probabilicy model is appropriare.

~ N W B e ke

An unbiased coin is tossed 5 times. Find the probability of gerting (i) two heads, (i) at least two
heads.

8.  Assume that the probability that a bomb dropped from an aeroplane will strike a target is 1/5. If
six bombs are dropped, find the probability thar (i) exacdy two will strike the targer, {ii) at least
wwo will surike the rarget.

9.  Write short notes on:
(a} Fitting of Binomial Distribution
(b) Poisson Distribution

(c) Normal Distriburion
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10,

12.

13.

I5.

17.

In an army batalion 60% of the soldiers are known to be married and remaining unmarried. If
p(r) denotes the probability of getting r married soldiers from 5 soldiers, calculate p{(0), p(1), p(2),
p(3), pl4) and p{5). If there are 500 rows each consisting of 5 soldiers, approximately how many
rows are expected to contain

(i) All married soldiers, (i) all unmarried soldiers?

A local politician claims that the assessed value of houses, for house tax purposes by the Municipal
Corporation of Delhi, is not correct in 90% of the cases. Assuming this claim to be true, what is
the probability that out of a sample of 4 houses selected at random (i) ar least one will be found to
be correctly assessed {ii) at least one will be found to be wrongly assessed?

The administrator of a large airport is interested in the number of aircraft departure delays that are
attributable to inadequate control facilities. A random sample of 10 aircraft take off is to be
thoroughly investigated. If the true proportion of such delays in all departures is 0.40, what is the
probability that 4 of the sample departures are delayed because of contral inadequacies? Also find
mean, variance and mode of the mndom variable.

Fit a binomial distribution to the following data :

x: 0 1 2 3 4

£ 28 62 46 10 4

Five coins were tossed 100 times and the outcomes are recorded as given below.
Compute the expected frequencies.

No. af heads ; 0 1 2 3 4 5
Observed frequency - 2 10 24 38 18 8
A company manufactures barteries and guarantees them for a life of 24 months.

(i) If the average life has been found in tests to be 33 months with a standard deviation of 4
months, how many batteries will have to be replaced under guarantee if the life of the
batteries follows a normal distribution?

(i) If annual sales are 10,000 batteries at a profit of Rs 50 each and each replacement costs the
company Rs 100, find the net profic.

(iii) Would it be worth ts while o extend the guarantee to 27 months if the sales were o be
increased by this extra offer to 12,000 bareries?

{a) From the past experience, a committee for admission to certain course consisting of 200
seats, has estimated that 5% of those granted admission do not turn up. If 208 letters of
intimation of admission are issued, what is the probability thar seat is available for all those
who turn up? Use normal approximation to the binomial.

(b} The number of customer arrivals at a bank is a Poisson process with average of 6 customers
per 10 minutes. (a) What is the probability that the next customer will arrive within 3
minutes? (b) What is the probability that the time until the next customer arrives will be
from 2 to 3 minutes? (¢} What is the probability thar the next customer will arrive after more
than 4 minutes?

The marks obrained in a cerrain examination follow normal distribution with mean 45 and standard
deviation 10. If 1,000 students appeared at the examination, calculate the number of students

scoring (i) less than 40 marks, (i) more than 60 marks and (iii) between 40 and 50 marks.
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INTRODUCTION

The most important task in carrying out a survey is to select the sample. Sample selection is undertaken
for pracrical impossibility to survey the population. By applying rationality in selection of samples, we
generalize the findings of our research, There are different types of sampling, which you would study in
this lesson,

A theoretical probability distribution is constructed on the basis of the specification of the conditions
of a random experiment. In contrast to this, if the construction of the probability distribution is based
upon the random experiment of obtaining a sample from a population, the resulting distribusion is
termed as a sampling distribution.

As we know that the main aim of obraining a sample from a population is to draw certain conclusions
about it, The process of drawing such conclusions, known as ‘Statistical Inference’, is based upon the
rules or the framework provided by various sampling distributions.

Meaning of Sampling Distribution

A sampling distribution is the probability distribution, under repeated sampling of the population, of
a given statistic (numerical quantity calculated from the dara values in a sample). Involves items selected
at random from a population and used to rest hypotheses abour the population sampling is an important
tool for determining the characteristics of a population. We usually don't know the population’s parameters
(mean, standard deviation, etc.), but often want reliable estimates of them. Ensuring random
{representanive) sampling free of bias and sampling errots is important. An importane rule to remember
is: No randomization, no generalization.

Population and Samples

A population is any entire collection of people, animals, plants or things from which we may callect
dara. It is the entire group we are interested in, which we wish to describe or draw conclusions about.
A large population may be impractical and costly to study; collecting data from every member of the
population is not possible. A sample is more manageable and easier to study. A sample is a part of the
population of interest, a sub-collection selected from a popularion. In order o make any generalizations
about a population, a sample, that is meant to be representative of the population, is often studied, For
each population there are many possible samples. A sample statistic gives information abour a
correspanding population parameter. For example, the sample mean for a set of data would give information
abourt the overall population mean. It is important that the population is carefully and completely
defined before collecting the sample.

Example 3.1: The population for a study of infant health mighr be all children botn in the India in the
1980’s. The sample might be all babies born an 10 June in any of the years.

After collecting and organizing the data, a summary is made such as average values. Hopefully valid
conclusions can be made on the whole population based on the sample data. Therefore it is important
that the sample data collected be representative of the population. Otherwise conclusions may be
invalid. Conclusions are only as reliable as the sampling process, and information can change from
sample to sample.
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Distinction between population and sample

A population or a universe is the rowlity of the units under the field of investigation, These units are
also called irems or objects or individuals or sampling units, which may be animates or inanimate.
According to Simpson and Kafka, "A universe or a population may be defined as an aggregate of items
possessing a common trait or traits.” The term "population’, in contrast to its common meaning, has a
wider meaning in statistics. According to G. Kalton, "In statistical usage, the term population does not
necessarily refer to people but Is a technical term used to describe the complete group of persons or
objects for which the results are to apply.” For example, if we want to study the marks obrained by
students of B. Com. of a university, the population will be all the B. Com. Students of that universiry.
Further, if we wish 1o determine average yield of wheat per acre in a particular year, the population will
be all those acres of land which were under wheat crop in that year. In the words of Norma Gilbert, "A
population consists of all the individuals or objects in a well defined group about which informarion is
needed to answer a question.”

Parameters and Statistics

Parameters

Parameter is a value, usually unknown (and which therefore has to be estimated), used to represent a
certain population characteristic. For example, the population mean is a parameter that is often used to
indicate the average value of a quantity. Within a population, a parameter is a fixed value which does not
vary. Each sample drawn from the population has its own value of any statistic that is used to estimare
this parameter. For example, the mean of the data in a sample 1s used o give information about the
overzll mean in the population from which that sample was drawn. Parameters are often assigned Greek
letters (e.g. o), whereas statistics are assigned Roman letters (c.g. 9),

Statistic

A statistic is a quantity that is calculated from a sample of dara. b is used ro give information about
unknown values in the corresponding population. For example, the average of the dara in a sample is
“used 1o give informarion about the overall average in the populadon from which that sample was drawn.

It is possible to draw more than one sample from the same population and the value of a statistic
will in general vary from sample to sample. For example, the average value in a sample is a statistic. The
average values in more than one sample, drawn from the same population, will not necessarily be equal.
Sratistics are often assigned Roman letters (e.g. 7 and s5), whereas the equivalent unknown values in the
population (parameters) are assigned Greek lerers (e.g. p and o).

TYPES OF SAMPLING

Sampling is divided into two types:

®  Probability sampling: In probability sample, every unit in the population has equal chances for
being selected as a sample unic.

®  Non-probability sampling: In non-probability sampling, units in the population have unequal or
zera chances for being selected as a sample unit.
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each strata is selected. The result might be used to plan different promotional activities for each store
strara.

Suppose a researcher wishes to study the retail sale of producr such as rea in a universe of 1000
grocery stores (Kirana shops included). The researcher will first divide this universe into say 3 strata
based on store size. This bench mark for size could be only one of the following (a) Floor space (b} Sales
volumes (¢) Variery displayed etc.

Table 3.2: Strata based on store size

Stores size No. of stores Percentage of stores
Large stores 2000 20
Medium stores 3000 - 30
Small stores 5000 50
Total 10,000 100

Suppose we need 12 stores, and then choose 4 from each strata. Choose 4 stores at random. If there
was no stratification, simple random sampling from the population would be expected to choose 2 large
stores (20 percent of 12) about 4 medium stores (30 percent of 12) and about 6 small stores (50
percent of 12).

As can be seen, each store can be studied separately using stratified sample.
Stratified sampling can be carried outr with

1. Same proportion across strata called proportionate stratified sample

2. Varying proportion across suata called disproportionate stratified sample.

Example 3.5:
Table 3.3: Strata based on stores size
Stores size No. of storas Sampie Sample
{Popuiation) Proportionate Disproportionate
Large 2000 20 25
Medium 3000 30 a5
Small 5000 50 40
Total 10,000 100 100

Estimation of universe mean with a stratified sample

Example 3.6:
Table 3.4: Strata based on stores size
Stores size Sample Mean Sales per store No. of stores Percent of stores
Large 200 2000 20
Medium 80 3000 30
Smak 40 5000 50
Total 10,000 100
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ny=x v, =220 000
N 10000
= 40.
ny=Tox N =20 000
N 10000
=20
ny="x N, =22 500
N 10000
=10
ny =Ny =20, 500=10
N 10000

n = ni +?Z2 +N3+?|if"+?iﬁ3

= 120+40+20+10+10
= 200.
Sample Disproportion. Let oi is the variance of the stratum i,
where i= 1, 2,3 .......... k.
Formula to compute the sample size of the stratum £ is.
is the variance of the st;'atum i,
where size of stratum ;
r, = Sample size of stratum §
r. = Ratio of the size of he stratum I with that of the population.
N = Population of stratum ¢
N = Toral population.

Hlustrazion 3.2: Govr. of India wants 1o study the performance of women self help groups (WSHG) in
three region viz. North, South and west. Total WSHG's are 1500. Number of groups in North, South
and West are 600, 500 and 400 respectively. Govt. found more variation berween WSHG's in North,
South and West regions. The variance of performance of WSHG's in there regions are 64, 25 and 16
respectively. If the disappropriare stratified sampling is to be sued with the sample size of 100, determine
the number of sampling uniw for each regions.

Sodution: Toral Population N = 1500
Size of the strarum 1, N, = 600
Size of the stratum 2, N, = 500
Size of the stratum 3, NV, = 400

Variance of stratum 1, o2 = 64
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Variance of seratum 2, 422 = 25

Variance of scratum 3, o322 = 16

Sample size » = 100
Table 3.5: Cluster Sampling

Stratum | Size of the N; ro;n
Number | Stratum N; v o nomn | 1T
oy
1

1 600 0.4 8 3.2 54

2 500 0.33 5 1,65 28

3 400 0.26 4 1.04 18

Total 100

Cluster Sampling

Following steps are followed.

1. Population is divided into clusters

2. A simple random sample of few clusters selected
3. All the units in the selected cluster is studied.

Step 1: Mentioned above of cluster sampling is similar to the first step of stratified random sampling.
But the 2 sampling methods are different. The key to cluster sampling is decided by how
homogencous or heterogeneous the clusters are.

Major advantage of simple cluster sampling is the case of sample selection. Suppose we have a
population of 20,000 units from which we want to select 500 units. Choosing a sample of thar size is
a very time consuming process, if we use Random Numbers table. Suppose the entire population is
divided inte 80 clusters of 250 units, we can choose two sample clusters (2 x 250=500) easily by using
cluster sampling. The most difficult job is to form clusters. In marketing the researcher forms clusters so
that he can deal each cluster differently.

Example 3.7; Assume there are 20 household in a locality

Cross Houses
1 X, X, X, X,
2 X, X, X, X,
3 X, X, X, X,
4 X X X, X

13 ik ) I

We need to select 8 houses. We can choose 8 houses at random. Alternarively, 2 clusters each containing
4 houses can be chosen. In this method, every possible sample of cight houses would have a known
probability of being chosen - i.e. chance of one in two. We must remember that in the cluster each house
has the same characteristics. With cluster sampling, it is impossible for certain random sample to be
selected. For example, in the cluster sampling process described above, the following combination of
houses could not occur: X, X, X, X, X, X,/ X,, X|,. This is because the original universe of 16 houses
have been redefined as a universe of 4 clusters. So only clusters can be chosen as sample.



Sampling and Sampling Distributions m 93

Check Your Progress 1
Fill in the blanks:

| is also called as random sampling with replacement.

2. Statified sampling is of two types, i.e. Proportionate siratified sampling and ...............

SAMPLING DISTRIBUTION

A sampling distribution is the probability distribution, under repeated sampling of the population, of
a given statistic {numerical quantity calculated from the data values in a sample). Involves items selected
at random from a population and used to test hypotheses about the population sampling is an important
tool for determining the characteristics of a population. We usually don't know the population’s paramerers
(mean, srandard deviation, etc.), but often want reliabie estimates of them, Ensuring random
(representative) sampling free of bias and sampling errors is imporrant. An imporeant rule to remember
is: No randomization, no generalization,

Sampling Distribution of Sample Mean

We know that )_(=X“+X2+ o Xy

. In the previous section we have shown that if the sample is
n

random, then each of the X's are random variable with mean x4 and variance 5. Since X is a linear
combination of these random variables, therefore, it is also a random variable with mean equal 1o

E(f):%[E(X1)+E(XI)+ +E(X~):| =%'HH=Hand variance equal to

2
for( )= 6(F - = gl Tttt ]

=El:(,\’l+)(1+ +XJ-—n;f| =HL25[E(X,-—.U)]2

A

=%E[Z(X,- - + 2 (% )X, - “)]

ld =y

2;17-):19()«: -W) + ZTEX WX, '“)]

L g

o+ EFcal )

n 1#]

Case 1, If the sample is drawn with replacement, then X, X, ..... X are independent random variates
and hence, Cou(X, X,) = 0. Thus, we have
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na’ gt

2
r n

Var(X) =

Case II. 1f the sample is drawn without replacement, then

We note thar if N — o (i.e., population becomes large),

2

Cov(X, X )= ——

. therefore,

a | N-n o
N-1 n

Var()?)=i2|incz -ﬂ(n—l)N !
n —

n
" — 1 and therefore, in this case also,

N -
Var{ X }=—,
(7)-2
Remarks:
1. The standard deviation of a statisric is termed as standard error. The standard error of X, to be

- g
wrirten in abbreviated form as S. E.(X). is equal to N when sampling is with replacement and

o N-n
it is equal to 7 X N_o1 when sampling is without replacement.
n -

S.E.(}'_() is inversely relatred to the sample size.

The term J% is termed as finite population correction (fpc). We note that fpc tends to

"become closer and closer to unity as population size becomes larger and larger,

As a pgeneral rule, fpc may be raken to be equal to unity when sample size is less than 5% of
population size, i.e, » < 0.05N.

Example 3.8: Construct a sampling distribution of the sample mean for the following population when
random samples of size 2 are taken from it (a} with replacement and {b) withour replacement. Also find
the mean and standard error of the dissribution in each case.

PopulationUnit : 1 2 3 4
Ohservation 22 24 26 28

Solution: The mean and standard deviation af population are

_ 22+ 24+ 26+ 28 =25 and
4
bd 2 b p
g— J(zz] + (24] + (26) + (28) _ ("2_5]2 = JE =2.236 rcspectively.

4
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{a) When random samples of size 2 are drawn, we have 4’ = 16 samples, shown below:

Sample No. Sample Values X

1 22,22 22
2 22,24 23
3 22,26 24
4 22,28 25
S 24,22 23
6 24,24 24
7 24,26 25
8 24,28 26
9 26,22 24
10 26,24 25
1 26,26 26
12 26,28 27
13 28,22 25
14 28,24 26
15 28,26 27
16 28,28 28

Since ail of the above samples are equally likely, therefore, the prababiliry of each value of X is 1_16

Thus, we can write the sampling distribution of X as given below:

X |22 23 24 25 26 27 28| Todl
-1 2 3 4 3 2 1
TS

16 16 16 16 16 16 16

1

The mean of X, i.e.,

Hy =E(X):22xi+23x3+24x1+25x—“-+26x3—+
16 16 16 16 16

27xi+28xL:25
16 16

Further, S.E.(f)=ax =\/E(A_’2)—[E(/\_’):Iz , where
E(f"‘):%{ﬂ% 23" % 2+ 24 % 3+ 25 x 4+ 26% % 3+ 27 x 2+ 28*): 627.5

Thus, Gz =V627.5-25" =+/2.5 which is equal to %.
”

{b) When random samples of size 2 are drawn without replacement, we have 4-C1 samples, shown

below:
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Since all the samples are equally likely, the probabiliry of each value of X is

Sample No. Sample Values X
1 22,24 23
2 22,26 24
3 22,28 25
4 24,26 25
5 24,28 26
6 26,28 27

the sampling distribution of X as

Further, Hg = E(E)

6

1

|

23 24 25 26 27

Total

-
>

1 1 2.1 1

6 6 6 6 6

To find $.E.(X), we first find E(X?) given by

1

;r.-:(i’):E

[23 + 247 + 2% 257 + 26° +273]_—6—

L = 626,67,

Thus, g, =+/626.67 -25 =/1.67 =1.292.

Alternatively, Og

Standard Error

The standard error of the estimate of regression is given by the positive square root of the variance of ¢,

values,

The standard error of the estimate of regression of Y on X or simply the standard error of the

n

3 2

i o [
estimate of Y is given as, S, , =0, V1-7" .

[23+ 24+ 25% 2+ 26+ 27]= 25.

‘ — 2 —
- u _q_-_- —-4———2-X 2: 1”.67:1.292.

Vv

Similarly, S,y =6, v1—7" is the smndard error of the estimate X.

Remarks: According to the theory of estimation, an unbiased estimate of the variance of ¢, values is given

by

i _
Syx T

2 _

i

3
n Z g n

n—Z_n—Z n

x =
n—2

xclf,(l— rz)

The standard errors of the estimate of Y and that of X are written as

1 .
= . Thus, we can write
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n

x= Grvm(l_ ,.2) and s, = GXVFnE)(l_ rz) respectively.

Note that difference between these standard errors tend to be equal to the standard errors for large
values of n. In practice, the value of # > 30 may be treated as large.

Example 3.9: From the following data, compute (i) the coefficient of correlation berween X and ¥, (ii)
the standard error of the estimate of Y :

sz=24 Zy2=42 ny=30 N =10
Whete x=X-X and y=¥V-¥

Solution: The coefficient of correlation berween X and ¥ is given by

30

y = 27 _ ~0.94
JIJry v o

The standard error of the estimate of Y'is given by (n < 30)

. =\/(l—r2)22y2 =‘j(l—0.9:2)x42 —079

n—

SAMPLING FROM NORMAL AND NON-NORMAL
POPULATIONS

It can be deduced that when a random sample X, X, ...... X is obtained from a normal population with
mean M and standard deviation & . then each of the X's are also distributed normaliy with mean g and
standard deviation o.

By the use of additive (or reproductive) properry of normal distribution, it follows that the distribution

of X, a linear combination of X, X, ...... X, will also be normal. As shown in the previous section, the
G
mean and standard error of the distribution would be 1t and 7—;‘ respectively.

Remarks: Since normal population is often a large population, the fpc is always taken equal to uniry.

The nature of the sampling distribution of X, when parent population is not normal, is provided
by Central Limit Theotem. This theorem states that:

IFX, X, ... X_is a random sample of size # from a non-normal population of size N with mean p

and standard deviation &, then the sampling distribution of X will approach normal distribution with

o [N-n &
mean Kand standard error ‘J;‘L‘"‘ N1 x?J as n becomes larger and larger.









100 ® Quanlitative Method

The Central Limit Theorem describes the relation of a sample mean to the population mean. If the
population mean doesn't exist, then the CLT doesn't apply and the characteristics of the sample mean,
Xbar, are not predictable. Attention to detail is needed here: You can always compute the numerical
mean of a finite number of observations from any density (if every observation is finite). But the population
mean is defined as an integral, which diverges for the Cauchy, so even though a sample mean is finite,
the population mean is not. The Cauchy has another interesting property — the distribution of the
sample average is that same as the distribution of an individual observation, so the scatter never diminishes,
regardless of sample size.

DETERMINATION OF SAMPLE SIZE

The data which is needed to consider in sample size determination
®  Variance or heterogeneity of population
®  The degree of acceptable error {confidence interval}
®  Confidence level
Generally, we need to make judgments on all these variables.
How to determine Variance or Heterogeneity of Popwlation in Sample Size
This can be determining through: |
¢  Previous studies? Industry expecrations? Pilot srudy?
®  Sequental sampling
&  Rule of thumb: the value of standard deviation is expected to be 1/6 of the range.

Certain Formulas for determining sample size

Means n = (ZS/E)*
Proportions n = Z'pq/E*
Percentiles n = pc (100 - pc) Z*/E?

Z at 95% confidence = 1.96
Z at 99% confidence = 2.58

The sample size of a statistical sample is the number of observations that constitute it. [t is typically
denoted n, a positive integer formula, tables, and power function charts are well known approaches to
determine sample. The sample size of a swristical sample is the number of observations that constitute
its size.

Typically, all else being equal, a larger sample size leads to increased precision in estimates of various
properties of the population, This can be seen in such statistical rules as the law of large numbers and
the central limit theorem. Repeated measurements and replication of independent samples are often
required in measurement and experiments to reach a desired precision.

The sample size determination formulas come from the formulas for the maximum error of the
estimates. The formula is solved for . Be sure to round the answer obtained up to the next whole
number, not off o the nearest whole number. If you round off, then you will exceed your maximum
error of the esrimate in some cases.
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FINITE POPULATION MULTIPLIER

The central limic theorem and the standard errors of the mean and of the proportion are based on the
premise that the samples selected are chosen with replacement. However, in virtually all survey research,
sampling is conducted without replacement from populations that are of a finite size V. In these cases,
particularly when the sample size 7 is not small in comparison with the population size & (i.c., mare
than 5% of the population is sampled) so that n/N > 0.03, a finite population correction factor (fpc) or
finite population multiplier is used to define both the standard error of the mean and the standard error
of the proportion. The finite population correcrion factor is expressed as Fpe = ¥(N = n/N = 1)

Where N = Population Size and 7 = Sample Size
Standard error of the mean for finite populations would be = 5/ /u(FPC) and the standard error of
the proportion for finite populations = \f(p (1 - p)/n * FPC.

The effect of the FPC is that the error becomes zero when the sample size 7 is equal to the population
size N.

SAMPLING DISTRIBUTION OF NUMBER OF SUCCESSES

Let denote the proportion of successes in popularion, i.e.,

Number of successes in population

" Total number of units in population

Let us take a random sample of n units from this population and let X denote the number of
successes in the sample. Thus, X is a random variable with mean and standard error

n{l — ) {ar\xi _T x nr(l- n)}

If sampling is done with replacement, then X is a binomial variate with mean s and standard

error (fnm(1~-n) . Using central limit theorem, we can say thar the distribution of the number of

successes will approach a normal variate with mean sm and standard etror \fmn{(}—=)or

N—n
N-1

x nit (1= 1) for sufficiently large sample. The sample size is said to be sufficiently large if bath
nn and n(1—%)are greater than 5.
Sampling Distribution of Proportion of Successes

Let p=—— be the proportion of successes in sample. Since X is a random variable, thercfore, p is also a
M

random variable with mean
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“A good sample must be based on random selection”. Discuss.
Write short notes on:

(a) Stratified sampling

(b) Systematic sampling

{c) Cluster sampling

{a) Suppose that the number of hours spent watching television per week by middle-aged women
are normally distributed with a standard deviation = 5 houss.

How large a sample is needed so that we can say with 99% confidence that the sample mean
is off by less than one hour from population mean?

(b) What does the standard error of a statistics measure? If for 2 random sample of size 100 the
variance of X values is 529, estimate the standard error of X.

(a) Explain why a random sample of size 50 is to be preferred to a random sample of size 35 to
estimate the mean of a population?

{b) A population consists of the numbers 1, 3, 5, 7 and 9.

(i} Enumerate all possible samples of size two which can be drawn from the population
without replacement.

{ii) Show that the mean of the sampling distribution of sample mean is equal to population
mean.

(iil) Compute the variance of the sampling distribution of sample mean and show that it is
less than the population variance.

A manufacturer produces pins with average length of 10 cms with a standard deviation of 3.5 cms.
If only those pins having length between 9.5 and 10.5 cms can be used, how many out of a sample
of 100 pins must be thrown away?

. The life of tyres manufactured by a company A is distributed normally with mean 32,000 kms

and standard deviation 8,000 kms and of that manufactured by company 8 is distributed normally
with mean 30,000 kms and standard deviation 5,000 kms. If 100 cyres of company A and 81
tyres of company B are selected at random, determine the sampling distribution of the difference
between mean lives of tyres.

10% of machines produced by company A ase defective and 5% of those produced by company A
are defective. A random sample of 250 machines is taken from company A% output and a random
sample of 300 machines is taken from company Bs output. What is the probabilicy that the
difference in sample proportions of defective machines is greater than or equal to 0.02.

Answers to Check Your Progress

Check Your Progress 1

1.
2.

Equal Probabiliry

Disproportionate stratified sampling
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Solution: The probability density function of a normal variate is given by

-zfl,l'xw)’

f(X;u,O')=-o%2—n-e

Thus, the joint probability density function of X, X,, ...... X is given by

1 & W2
"y o XimH)
S(Xpp0)x f( Xy po)x .. x (X, ;u.ﬁ):( 1 Je 207

"
af2r

We can write X, —}.1=(X‘ —f)+(/\_’—p).

Squaring both sides and taking sum over n observations, we get
ZX-n) = Z(x XY 2K -p) 22X, -X)(E -4
=Y, - X) +n(X -p) +2(X -p) (¥, -X)
=3 (X, -X) +n(X - p) (last term is zero)

=nS’ +w()?—p)2

Therefore, we can write — 2:}_2 Z(X‘. - p)z =-S5 —-E—(f*p)l.

Hence f(X;p.0)x f(Xpmo)x .. x f(X,in0)

Gy2m o/2n

=g()\7,p,c)x b(Sl,cs)

Since 4 is independent of 4, therefore X is a sufficient estimator of 12 However, §° is not sufficient
estimator of s because g is not independent of o.

Further, if we define §° =—1—Z(X*. - p)z, then
n

f(XﬁIM.G)xf(XZ;u,G)x "f(x,;p.c)=( 1 ] e'i’ls:

o2T

Thus, the newly defined & becomes a sufficient estimator of ¢*. We note that MX, X, ... X)
= 1 in this case.
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The above result suggests thar if g is known, then we should use §* =lZ(Xl - p.)z rather than

L)

§= lZ(}l’r - ?)z because former is better estimator of &

n

Methods of Point Est-imation

Given various criteria of a good estimaror, the next logical step is to obtain an estimator possessing some
or all of the above properties.

There are several methods of obraining 2 point estimator of the population parameter. For example,
we can use the method of maximum likelthood, method of least squares, method of minimum variance,

method of minimum %°, method of moments, etc. We shall, however, use the most popular method of
maximum likelihood.

Method of Maximum Likelibood

Let X, X,, ...... X be a random sample of n independenr observations from a population with probability
density function {or p.m.f) f£{X; &), where 8 is unknown parameter for which we desire 1o find an
estimator,

Since X, X, ...... X are independent random variables, their joint probability funcrion or the
probability of obtaining the given sample, termed as likelihood funcrion, is given by

Lef(X5 8 fX58 . fO; 0= ]LF(X:0).

=i

We have to find thar value of & for which L is maximum. The conditions for maxima of L are:

j—g=0 and j;[; < 0. The value of & satisfying these conditions is known as Maximum Likelihood
Estimrtor (MLE).
Generalising the above, if L is a function of k parameters 6, €., ...... 8, the first order conditions for
maxima of L are: oL_ok_ . Qé—:f]
08, 90, | ad,
This gives  simultancous cquations in & unknowns 8, 8, ...... 8, and can be solved to pet &

maximum likelihoed estimarors.

Sometimes it is convenient to work using logarithm of L. Since log L is a monotonic transformation
of L, the maxima of L and maxima of log £ occur at the same value.

Properties of Maximum Likelibood Estimators
1. The maximum likelihood estimators are consistent.

2. Tbe maximum likelihood estimarors are not necessarily unbiased. 1fa maximum likelihood estimator
is biased, then by slight modifications it can be converted into an unbiased estimaror.

3. If a maximum likefihood estimator is unbiased, then it will also be most efficient.
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4. A maximum likelihood estimator is sufficient provided sufficient estimaror exists.

5. The maximum likelihood estimators are invariant under functional transformation, ie., if ¢ is a
maximum likelihood estimator of €, then f(#) would be maximum likelihood estimator of f{8).

INTERVAL ESTIMATION

Using point estimation, it is possible to provide a single quantity as an estimator of a parameter. Any
point estimator, even if it satisfies all the characteristics of a good estimator, has a limitation that it
provides no information about the magnitude of errors due to sampling. This problem is taken care of
by the method of interval estimation, that gives a range of the estimator of the parameter.

The method of interval estimation is based upon the sampling distribution of an estimatar. The
standard error of the estimaror is used in the construction of an interval so thar the probabitity of the
parameter lying within the interval can be specified.

Given a random sample of n observations X, X, ...... X, we can find two values / and /, such thar
the probability of popu]ation parameter @ lying between / and / is (say) 5. Using symbols, we can
write P([ < </} =

Such an interval is termed as a Confidence Interval for # and the two limits / and / are termed as
Confidential ot Fiducial Limits. The percentage probabilicy or confidence is termed as thc Lﬂ!fiafConﬁa'mce
or Confidence Coefficient of the interval. For example, the level of confidence of the above interval is
1001%. The level of confidence implies that if a large number of random samples are taken from a
population and confidence intervals are constructed for each, then 1007% of these intervals are expected
to contain the population parameter &, Alternatively, a 100 7% confidence interval implies thar we are
100 7% confidenr that the population paramerter € lies berween / and /..

As compared to point estimation, the interval estimation is berter because it rakes into account the
variability of the estimator in addition to its single value and thus, provides a range of values. Unlike
point estimation, interval estimation indicates that estimation is an uncertain process.

The methads of construction of confidence intervals in various situations are cxplained through the
following examples.

Confidence Interval for Population Mean
Example 4.2; Construct 95% and 99% confidence intervals for mean of a normal population.

Solution: Let X, X,, ...... X be a random sample of size n from a normal population with mean g and
standard deviation o .

We know that sampling distribution of X is normal with mean 2 and standard error \f_ Therefore,
fl

z= b will be a standard normal variate,
oin

From the tables of areas under standard normal curve, we can write

)?_
P~ 196 <2< 1.96] = 0.95 or M- 1.96< —F <1.96] = 0.95 o 1)
UIJ;
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X -
The inequality — 1.96 < i 4 can be written as
o/n

o

U —_ —
-196——=<X - <X +1.96
H or H \/; (2)

N

-
Similarly, from the inequality o!J:_l < 1.96, we can write

o 3)
Nt
Combining (2) and (3), we get

" >X-1.96

X~196-2< p <X +1.96—

Vn Jn

Thus, we can write equation (1) as

p[ )'{—1.96%5 n s,?+1.96%] =0.95
n F

This gives us a 95% confidence interval for the parameter g The lower limic of g is X-1.96-—

Jn
and the upper limir is X’+l-96%. The probabilicy of # lying between these limits is 0.95 and
n
therefore, this interval is also termed as 95% confidence interval for p.
In a similar way, we can construct a 99% confidence interval for g as

o

p[ X-258-2< p <X+258 ]:0.99
X n

Vn Jn
e

Remarks: When o is unknown and n < 30, we use # value instead of 1.96 or 2.58 and use § in place of
{r

Thus, the 99% confidence limits for g are X +2.58

Confidence Interval

In general, a confidence interval is given by:

[Sample statistic + Table value like Z , * SE], where SE is the standard deviation of the sampling
distribution of the statistic.
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The methods of construction of confidence intervals in various situations are explained through the
following examples.

Confidence Interval for Population Mean
Example 4.3: Construct 95% and 99% confidence intervals for mean of a normal population.

Solution: Let X, X, ...... X be a random sample of size n from a normal poputation with mean u and
standard deviation o.

W = . . g .
We know that sampling distribution of X is normal with mean u and standard error T Therefore,
n

B )
z= will be a standard normal variare.
aln

From the tables of areas under standard normal curve, we can wtite

X-
Pl-1.96 <2< 1.96) = 0.95 or Pl-196< < 1.96] = 0.95 e (1)
cri\/r_s

=

o n! H

—].%iﬁf—p or g < X +1.96—

7 N e (2)

Similarly, from the inequality O'I'JE < 1.96, we can write
"

Jn

Combining (2) and (3), we get

b 2X~1.96 . (3)

X196 <y <X +1.96——

Jr Jn

Thus, we can write equation (1) as

P( X-196L<p s,?+1.96i]=0.95

e Vn

This gives us a 95% confidence interval for the parameter i The lower limit of x4 is X -1.96%
n

and the upper limit is f+1.96%. The probability of # lying between these limits is .95 and
n

thetefore, this interval is also termed as 95% confidence interval for 4.
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In a similar way, we can construct a 99% confidence interval for  as

P[ $-258L<cp <X+ 2.58%) = 099

Jn Jn

ek

Remarks: When s is unknown and 7 < 30, we use £ value instead of 1.96 or 2.58 and use S in place of o

Confidence Interval for Population Proportion

Thus, the 99% confidence limits for y are X +2.58

Example 4.4: Obtain the 95% confidence limits for the proportion of successes in a binomial population.

Solution: Let the parameter 7 denote the proportion of successes in population. Further, ¢ denotes the
proportion of successes in » (2 50) wials. We know that the sampling distribution of p will be

n{l-=n
approximately normal with mean 7 and standard error 1’ ( ) .
n

Since 7 is not known, therefore, its estimator p is used in the estimation of standard error of p, i.e.,

S.E(p)= i-r)

n

Thus, the 95% confidence interval for p is given by

{ _ _
PLp—l.%,’p(ln P ye p+1.961’p(1" P)J =0.95

1—
This gives the 95% fiducial limits as p+1.96 r(1=p) .
n

Example 4.5: In a newspaper article of 1600 words in Hindi, 64% of the words were found to be of
Sanskrit origin. Assuming that the simple sampling conditions hold good, estimate the confidence
limits of the proportion of Sanskrit words in the writer's vocabulary.

Solution: Let m be the proportion of Sanskrit words in the writer's vocabulary. The corresponding
proportion in the sample is given as p = 0.64.

(0.64x036 0.48
Efp)= =——=0.012
SE) ‘J 1600 0 00

We know thar almost whole of the distribution lies berween 3¢ limits. Therefore, the confidence
interval is given by

Plp - 3SE(p) < < p+ 3 SE(p)] = 09973

Thus, the 99.73% confidence limits of 7 are 0.604 (= 0.64 — 3 x 0.012) and 0.676 (= 0.64 + 3
% 0.012) respectively.

Hence, the proportion of Sanskrit words in the writer's vocabulary are between 60.4% to 67.6%.
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Interval Estimates of Mean and Proportion from Large Samples

If 7 > 30 or if & is known and the Population being sampled is normal, a (I - ) Confidence interval for
the population mean is given by

iizml(G(‘\(ﬂ)

If & is unknown and » > 30, sample standard deviations can be used as an approximation for &
n =100 and Y = 423, o =900, 99% Confidence Interval is 425z 2.58 * (900/10) or 192.8 to 657.2
or P(192.8 £ u < (657.2)=0.99.

By using point estimation, we may not get desired degree of accuracy in estimating a parameter.
Therefore, it is better to replace point estimation by interval estimation.

An interval estimare of an unknown parameter is an interval of the form L < @< L, where the end
points L, and L, depend on the numerical value of the statistic # for particular sample on the sampling

distribution of 8 100(] — 2)% Confidence Interval:

A 100(1 — &)% canfidence interval for a parameter @ is an interval of the fprm [L,, L,] such thar
HL<a<L)=1-a 08y ad&Ilgl regardless of the acrual value of 8.

The quantities £, and L, are called upper and lawer confidence limits and Degree of confidence
(confidence coefficient) is 1 — o

Check Your Progress 1
Fill in the blanks:

Lo is the process by which sample information is used to estimate the numerical
magnitude of one or more parameters of the populacions.

2. Using ..o estimation, it is possible to provide a single quanticy as an estimator of a paramerer.
3. . As compared to point estimacion, the interval estimation is .........cooee.

4. The method of interval estimation is based upon the ......cccoveeue. of an estimator.

Interval Estimation Using Distribution

A rypical stacistical aim is to demonstrate with 95% certainty that the true value of a parameter is
within a distance B of the estimate: # is an error range that decreases with increasing sample size ().
The value of B generated is referred to as the 95% confidence interval.

For example, a simple situation is estimating a proportion in a population. To do so, a statistician
will estimate the bounds of a 95% confidence interval for an unknown proportion.

The rule of thumb for (a maximum or ‘conservative’) B for a proportion derives from the fact the
estimator of a propordon, p= X/n, (where X is the number of ‘positive’ observations) has a (scaled)
binomial distribution and is also a form of sample mean {from a Bernoulli distriburion [0,1] which has
a maximum variance of 0.25 for parameter p = 0.3). So, the sample mean X/» has maximum variance
0.25/n. For sufficiently large n (usually this means that we need to have abserved at lcast 10 positive
and 10 negative responses), this disuibution will be closely approximated by a normal distriburion
with the same mean and variance.


http:657.2)=0.99
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Using this approximation, it can be shown that -95% of this distribution’s probability lies within
2 standard deviartions of the mean. Because of this, an interval of the form

(p—20.25/n, p+2J0.25/n) =(p— B, p+ B)

will form 2 95% confidence interval for the true proportion.

If we require the sampling error & to be no larger than some bound B, we can solve the equation

£xB=2J025/n=1/Jn

10 give us

/e’ =1/B'=n

So, m =100 <=> B=10%, n = 400 <=> B = 5%, n = 1000 <=> B = -3%, and » = 10000 <=» B
= 1%. One sces these numbers quoted often in news reports of opinion polls and other sample surveys.

Sample Size for Estimation

The sample size of a statistical sample is the number of observations that constitute it. It is rypically
denoted 7, a positive integer (natural number).

Typically, all else being equal, a larger sample size leads to increased precision in estimates of various
properties of the population, though the results will become less accurate if there is a systematic esror in
the experiment. This can be seen in such statistical rules as the law of large numbers and the central
limit theorem, Repeated measurements and replication of independent samples are often required in
measurement and experiments to reach a desired precision.

A typical example would be when a statistician wishes to estimate the arithmetic mean of a quantirative
random variable (for example, the height of a person). Assuming thar they have a random sample with
independent observations, and also that the variability of the population {as measured by the standard
deviation @) is known, then the standard crror of the sample mean is given by the formula:

aln.

It is easy to show that as » becomes very large, this variability becomes small. This leads to more
sensitive hypothesis tests with greater statistical power and smaller confidence intervals,

Three questions must be answered to determine the sample size:

1. Standard deviation of the population: It is rare that we know exact standard deviation of the
population. Typically, the standard deviation of the population is estimated a) from the results of
a previous survey, b) from a pilot study, ¢) from secondary data.

2. Maximum acceptable difference: This is the maximum amount of error that you are willing to
accept. That is, it is the maximum difference that the sample mean can deviate from the true
population mean before you call the difference significant.

3. Desired confidence level (%): The confidence level is your level of certainty that the sample mean
does nat differ from the true population mean by more than the maximum acceptable difference.

Generally a 95% confidence level is used.
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3. The lesser the magnirude of &, the more precise will be the interval estimate.

Example 4.7: What should be the sample size for estimating mean of a normal population if the
probability that sample mean differs from population mean by not more than 30% of standard deviation

is 0.99,

Solution: Let n be the size of the sample. It is given that

P(|X - | <6.300)=0.99 e (1)

Assuming that the sampling distribution of X is normal with mean u and S.E.; =%, we can
n

write

P(If— u| < 2.5811 =0.99 {from rable of areas) vene (2)
Jn

Comparing (1) and (2), we get

2
0.30(5:2.58% = n=[§%] =73.96 or 74 (approx.)

Example 4.8: A sucvey of middle class families of Delhi is proposed 1o be conducted for the estimation
of average monthly consumption (in Rs) per family. What should be the size of the sample so that the
average consumption is estimated within a range of Rs 300 with 95% level of confidence. It is known
that the standard deviation of the consumption in population is Rs 1,600.

Solution: Let n denote the size of the sample to be drawn, Wich usual notations, we wanrt to find 2 such
that

P(|X - | < 300)=0.95 e (D)

Assuming that the sampling distribution of X is normal with mean & and S.E., =2, we can

Jn

. = o
write P( X-—ulg 1.96—] =0,95.
X-wlstos
= 1.96 x 1600
P(X— .‘E——] =0.95 e (2)
> ¥l =7

Comparing (1) and (2), we get

2
1961600 F[l-.%"_wo?,] =109.3
I 300

Since this value is greater than 109, thercfore, the size of the sample should be 110.

300=
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and make a statistical decision as to whether or not the sample mean is different from the population. In
one sample size, sample size should be less than 30. For example, we can use this when we take a sample
from the city and we know the mean of the country {population mean). If we want to know whether the
city mean differs from the countcy mean and we want to compare the two means, we will use the
statistical test known as the one sample t-test.

Thus, we simply adjust the standard error using something called degrees of freedom (in this case,
df = N - 1). Substituting these variations into the traditional z formula, we obtain the t test formula:

Ho
h = 4
- where 5. //’A_f——]

X

One sample t-test and SPSS

In most of the statistical software, one sample t-test options are available. In SPSS, o perform the one
sample t-test, we use the following procedures:

1. Click on the "SPSS 16” icon from the start menu.

2. Click on the “open data” icon and select the “data one sample ¢-test.”

3. Click on the “analysis” option and select the “compare mean” option, from the analysis.

4. Select “one sample t-test” from the compare mean option. As we click an the one sample t-test, the

window will appear and this window is called the one sample t-test window. Now, in this window,
select the dependent variable and insert them into the test variable box. Type the population mean
value in the test value box. Click on “option” and select the “percentage of confidence interval.” As
we click on the “ok” butron, the result rable for the one sample t-test will appear in front of us.

Check Your Progress 1
Fill in the blanks:
. The oo iies describes how to use sample data to accept or reject the null hypothesis.

2. A type !l error occurs when one rejects the ...

3.0 A error is often referred to as a 'false positive’.

HYPOTHESES TESTING OF MEANS WHEN POPULATION
STANDARD DEVIATION IS KNOWN

Test of Hypothesis Concerning the Equality of Standard
Deviation (Small Samples)

1,1 ,
5. o] 5]
75 3, would become =+ under H,
5 1oy K o

k]
2

We have to test H, : g, = @, against g, > 0, The statistic £=

follows F - distribution with v, (= », - 1) and v, (= n, - 1} degrees of freedom.
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Remarks:

L Weanwie = ST, - X = e T 20
"'l

2
5
R
5
Thus, this test is always a one tailed test with critical region at the right hand wil of the F - curve.

2. In the variance ratio F=—, we ke, by convention the largest of the two sample variance as ;2.

2
U]

3.  The 100(1 — &)% confidence limits for the variance ratio ol are given by

2
1 2 2
pl:i‘_,LEEL{ A 1 ]: i—a.

2 P2
s; Fonn 9 5 B

Example 5.4: Two independent samples of sizes 10 and 12 from two normal populations have rheir
mean square deviations abour their respective means equal to 12.8 and 15.2 respectively. Test the
equality of variances of the two populations,

Salution: We have to west H, : o, = 0, against g, > 0,
It is given that Sf = 15.2, Szz =128, n =12 and n, = 10.

The unbiased estimates of respective population variances are

st :%x 15.2=16.58 and s; =199 x12.8=14.22.

3

16.58
F, =——=1.166.
Thus, £4 1422

The value of F from tables at 5% level of significance with 11 and 9 &£ is 3.10. Since this value is
greater than F . there is no evidence against .

Example 5.5: The increase in weight (in 100 gms) due 1o food A and food B given to rwo independent
samples of children was recorded as follows. Test whether (i} mean weights and (ii) standard deviations
af the two samples are equal.

Sample | : 6, 12, 10, 14, 12, 12, 10, 7, 5, 7.
Samplc I1:9, 11, 8,5,6, 12,7, 13, 10.

Solution: We shall first test H : 0, = o, against 0, > 0,

The means of the samples are X, =?—; =9.5 and X, :%1-—*9.0, tespectively.

!
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. 2
We can write §; =

n ( X;‘ _\ Xz ‘n _
: LZ - :J=Z X = 1,2)

A L A mn-1 n-
1 8 Y
Thus, we have 5 = 2__12,(9.? =9.39 and s =7—82——9-x 9% = 7.50.
9 9 © 8 8
Further, the test statistic is F=—3-i§—3-=1.25.

The critical value of F at 5% level of significance and (9.8) 4.f is 3.39, therefore, there is no
evidence against H,. Hence, o, and o, may be treated as equal.

To west M : g, = p, against H_; 4 # pi,, we note thar samples are small, s-test is to be used. Since
0, = 0,= o(say), is unbiased estimate is

§=J(m ~1)st +{n, -1)s =\Fx 9.39+8x7.50 oo

mtn—2 10+9-2

_E X[ Can _Jos—9.0) lox9 _
s m+n, 292 V10+9

0.37.

The test statistic is £,

The critical value of ¢ at 5% level of significance and 17 4 f is 2.11. Since this value is greater than
the calculated, there is no evidence against £ Thus, we conclude that the two samples may be regarded
ta have drawn from a population with same means and same standard deviations.

Test of Hypothesis Concerning Equality of Standard Deviations
(Large Samples)

It can be shown that when sample sizes are large, i.e., »,, n, > 30, the sampling distribution of the

2 2
_— . : . o, o,
saatstic 5, — §, is approximately normal with mean &, — o, and standard errar ;- +2—“. Therefore
B n n
1 2

(SI _Sz)_(cljcz)—N(D,l)

z=

or ¢ under H : 0, = a, = o.

N
o=+
\/2}1[ 2n,
Very often o is not known and is estimated on the basis of sample. The pooled estimate of o is
= nS! +nS;
m +m,

S

. Thus, the tesr staristic becomes


http:9x9.39+8x7.50



http:2.75+5.25+4.50+2.50+4.25+3.25
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Test of Hypothesis Concerning Equality of Proportions

The null hypothesis 1o be tested is H, : 7, = 7, against H : m # 7, for a two tailed test and 1, > or
< 7, for a one tailed test.

i L
a(l-n)(m +n,)

where x is known. Often population proportion 7 is unknown and it is estimaced on the basis of

under the assumption that 7, = 7, = 7,

The test statistic is z,, =(P| - P )‘j

samples. The pooled estimate of p, denoted by p, is given by p= ".,:I :::Pz .
s
Thus, the test smatistic becomes z, =(p, - p,) ’ a i .
V2 (- )(m +n)

Remarks: 100(1 — @)% confidence limits of (7, — 7,) can be written as

, - 7)) £ 2, SElp, - p)

Example 5.12; In a random sample of 600 persons from a large city, 450 are found to be smokers.
In another sample of 900 persons from another large city, 450 are smokers. Do the data indicate that
the cities are significantly different with respect to the prevalence of smoking? Let the level of significance
be 5%.

Solution: We have to test H : 7, = m, 2gainst H : 7, = 11,

It is given that #, = 600, n, = 900, X = X, = 450,

X, 450 X, 4
P] =-.-_]=i= 0_75 and P.l: _2= 2: 0‘50
n 600 n, 900
450+ 450
The pooled estimate of 7, ic., 2 =0.6

T 600+900

600 x 900
=10.75-0.50], f————— =9.682
Thus, % =1075 l 0.6 % 0.4 %1500

This value is highly significant, therefore, H_ is rejected. Thus, the given samples indicate thac the
two cities are significantly different with regard to the prevalence of smoking.

Example 5.13: A company is considering two different television advertisements for the promotion of a
new product. Management believes that advertisement A is more effective than advertisement B. Two
test market areas with vircually identical consumer characteristics are selected ; advertisement A is used
in one area and advertisement B is used in the other area, In a random sample of 60 customers who saw
the advertisement A4, 18 tried the product. In a random sample of 100 customers who saw advertisement
B, 22 tried the product. Does this indicate that advertisement A is more effective than advertisement B,
if 2 5% level of significance is used?
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Solution: We have 10 test H, : 1, < 7 against H : 1,> 7,

It is given that #, = 60, X, = 18, n, = 100 and X = 22.

18 22
=—2-0.30 and 5. = <= 0.22.
Thus, 2, =" e 2= 100

Also, the pooled estimate of 7, ic.,, p= 1812022 =0.25.
60 x 100
=(0.30-0.22 =1.131
2 =( )Jo.zs % 0.75 % 160

Since this value is less than 1.645, there is no evidence against H, at 5% level of significance. Thus,
the sample information provides no indication that advertisement A is more effective than advertisement

B.

Remarks: As in the variable case, we can also test the hypothesis 7, = m, + & Since 7, # m,, pooling of
proportions is not allowed for the computations of srandard error of p, = p,. The standard error in this
case 1s

\/pxcl—mmu—pz)
0! ny

TWO SAMPLE TESTS FOR EQUALITY OF MEANS FOR
LARGE AND SMALL SAMPLES

Equality of Means for Dependent Samples

If random samples are obtained from each of the two normal populations, the sampling distribution of
the difference of their means is given by

L { o o
X!_XJ‘NLIJ'I_P'P _I+_2J°
noom

Case L. If 5, and g, are known, use stzndard normal rest.

(a) To rest H : p = w against H : g # o (two wiled test), the cesr statistic is

B |(f| _fz)_(}-l: _pz)i _ I)?l -)?2

2 = under /.
ol ol . ol ¢
— + —_— . + —

o R on

This value is compared with 1.96 (2.58) for 5% (19%) level of significance.
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Remarks:

. 100(I - @)% confidence limits for 4, — 4, are given by X -X +z SE

ail Xr}

If X, — X, - ¢- distribution, 2, is replaced by ¢ (n + n, - 2).

H
2. If the two sample are drawn from populations with same standard deviations, i.e.,

1
o, = 0,= O(say), then 5..6'1)?‘_’,?2)=tjv—+nL for problems covered under case I and
2

X. x) = S‘j— +— for problems covered under case II, large sample tests. Sis a poaled estimate

of 5, is given by

S = Z(X" ~ ‘j?l )2 +Z(X2* ~ ‘?2)1 — "1312 +"25:
n +n n+n,

Example 5.14: An investigation of the relative merits of two kinds of flashlight bacteries showed that a
randam sample of 100 batreries of brand X lasted on the average 36.5 hours with a standard deviation
of 1.8 hours, while a random sample of 80 barteries of brand ¥ lasted on the average 36.8 hours with a
standard deviation of 1.5 hours. Use a level of significance of 1% to test whether the observed difference
between average life times is significant.

Solution: Let X and Y denote the life time of flashlight batteries of rype X and type }’respeclivclly and lec
H,and g be their respective population means.

It is given that ¥ =36.5, Sy =18, n, =100, Y =36.8, S, =15, n,=80.

We have to test H : g, = g, against H : u .+ 4.

Since sample sizes are large (> 30), it is a large sample case.

|36.5-36.8]

Jl 8 1.5° 0.246
[E— + —_—
100 80

=1.219

The test sratistic is z =

Since this value is less than 2.58, there is no evidence against /f at 1% level of significance and thus,
the observed difference between average life times cannot be regarded as significant,

Example 5.15: Measurements performed on random samples of two kinds of cigarettes yielded the
following results on their nicotine content (in mgs)

Brand A : 21.4, 23.6, 24.8, 22.4, 26.3
Brand 8 : 22.4, 27.7, 23.5, 29.1, 25.8

Assuming that the nicotine content is distributed normally, test the hypothesis that brand B has a
higher nicotine content than brand A.

Solution: We have to vest H : u, > u, against H : p, < u,

Note that the rejection of //, would imply that brand B has a higher nicotine cantent than brand A.
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The means of the two samples are

5 _214+23.6+24.8+22.4+263

) : =237
i %, - 22.4+27.7+22.5+z9.1+25.a s
Also S{x.-X,) =1496and Y (X, -X,) =31.30

’14.96 +31.30
The pooled estimate of ois 5= 18.96+31.50 _ 2.40
54+5-2

(23.7-25.7) R
2.40 245
The critical value of # at 5% level of significance and 8 d.f is — 1.86. Since ¢_, is greater than this

value, it lies in the region of acceptance and hence, there is no evidence against at 5% level of significance.
Thus, the nicotine content in brand B is not higher than in brand A.

=-1.318.

Thus, the test statistic is £, =

Example 5.16: Two salesmen A and B are working in a certain district. From a sample survey conducted
by the head office, the following results were obtained. State whether there is any significant difference
in the average sales berween the two salesmen:

A B
No.of Sales 20 18
Average Sales (in Rs) 170 205

Standard deviavion(in B5) 20 25
Sobution: Since n,, n, < 30, it is a small sample case.
We have to test H : u, = p, against H @y, # u,.

Assuming that the two samples have come from the same population with 5.D. &, we find its
pooled estimate as

=23.12

o mSienS (20 x 20° +18 x 25°
“Amen-2 ¥ 36

L70-205] [20x18
Also ¢, =
2392 V20418
5% level of significance.

Example 5.17: The mean life of a random sample of 10 light bulbs was found to be 1456 hours with a
S.D. of 423 hours. A second sample of 17 bulbs chosen at random from a different batch showed a
mean life of 1280 hours with S.D. of 398 hours. Is there a significant difference berween the mean life
of the two batches?

= 4.66. This value is highly significant, therefore, H, is rejected at


http:I-----~-=23.12
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Difference between Proportions for Large Samples
Supposc we have two populations with proportions equal to P, and P,. Suppose further that we take all
possible samples of size n, and n,. And finally, suppose that the following assumptions are valid.

®  The size of each population is large relative to the sample drawn from the population, Thar is, N,
is large relative to n, and N, is large relative to n,. {In this context, populations are considered to
be large if they are at least 10 times bigger than their sample.)

®  The samples from each populszion are big enough to justify using a normal distribution to model
differences between proportions. The sample sizes will be big enough when the following conditions

are met: £, 210,n(1-A)210,n,P, 210, and n,(1 - £,) 210.

®  The samples are independent; that is, observations in population 1 are not affected by observadions
in population 2, and vice versa.

Given these assumptions, we know the following.

®  The set of differences berween sample proportions will be normally distributed. We know this
from the central limit theorem.

®  The expected value of the difference between all possible sample proportions is equal to the difference
between population proportions. Thus, E(p, - p,) = P, - P,.

®  The standard deviation of the difference between sample proportions (6,) is approximately equal to:

o, =sqrel (B(1-B)/ ]+ [B,(1- P} /n,] )

It is straightforward to desive the last bullet point, based on material covered in previous lessons.
The derivation starts with a recognition that the variance of the difference between independent random
variables is equal to the sum of the individual variances. Thus,

0; =0, =0; +0;

If the populations N, and N, are both large relative to n, and n,, respectively, then
ol =P(1-P)/n, And o;=PR(1-P)/n,

Therefore,

o) =[P(1-P)/n])+[P{l-P)/n,] And

6, =sqrif[P(1-P) /n) + [P(1 - %)/ n,]}
Example 5.19: Suppose the Cartoon Network conducts a nation-wide survey to assess viewer attitudes
toward Superman. Using a simple random sample, they select 400 boys and 300 girls to participate in
the study. Forry percent of the boys say that Superman is their favorite character, compared to thirgy

percent of the girls. Whar is the 90% confidence interval for the true difference in attitudes toward
Superman?

(A) O to 20 percent more boys prefer Superman
(B) 2 to 18 percent more boys prefer Superman

{C) 4 to 16 percent motre boys prefer Superman
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Mean and Standard Error of &

Fi

Since the random variable "—Sz— is a yl-variate with (n - 1} 4f,
g

2

therefore E[’:‘S‘Z ]=n-lor if(Sl)zn—l.
n_n-1l ,
Thus, we have E(S )= ‘g
o)

Further, if we define 5* = ! Z(X*. —}?)2 so that 2 = — " -S%, we have

n—1 n—

n—1 n—1 n

E(fl)Z % -E(SI)=L- "_l‘cz =a’ (See Remarks 2 below).

2
To find variance of §%, we make use of the fact that variance of o is 2(n — 1). This implies thac

nS? ’ n n—1 : '
E|l——(n-1}| =2(n-1 —-—E(Sz——:—-- 2] =2(n-1
)| =26y o Ze{st -2 0?) <20

2 2{m—1 2{n-1
E[s*-E(s")] :_F__(nl ) ot or Var(s') == ) ot
Further, variance of s* = variance of ( nl-SZJ . This gives
n—
" n 2in—-1 2
Vﬂf(32)=(—n—-]—)1'Vdr(52)=(H_I)z x (”2 )'U‘ =n—1 '0'4

Remarks:

1. The distributions of ¥ and §* are based upon the assumption that the parent population is
normal. If the parent population is not normal, it is rot possible to comment upon the nature of
the distribution of the above statistics.

2. It will be discussed in the following chapter that when expected value of a statistic equals the value

of paramerer, it is said to be an unbiased estimate of the parameter.

THE STUDENT'S T-DISTRIBUTION

Let X, X, ool X_be n independent random variables from a normal population with mean = and
standard deviarion s (unknown).

. ( 1 —2 )
When s is not known, it is estimared by s, the sample standard deviarion Lf = Jn 1 Z(X: - X) J .
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Standard Normal Distribution
t distribution with 10 4.f.

t distribution with 4 4.£.

l

o tand z

t-distribution

SNEDECOR'S F- DISTRIBUTION

Let there be two independent random samples of sizes n| and n, from two normal populations with

1 — 12 1 = \2
variances 0, and cr:,_2 respectively. Further, let 312 = m —IZ(X” - XI) and 5: = 1 Z(Xif - XI) be
2

the variances of the first sample and the second samples respectively. Then F - statistic is defined as the

2
ratio of two ¥ - variates. Thus, we can write

2 Fi 2
- -1
b (oo &
m -1 S 9,
F= 3 = 7 =
T, -1 ("2 ‘1)’2 ;("2_1) 5
n—1 Ui Ui
Check Your Progress 1
Fill in the blanks:
1. The distribution has only one parameter, i.e., number of ................ which is a positive
integer.
2. The degrees of freedom are defined as the number of ..................... variables.

CHI-SQUARE TEST

Uses of 1 Test

In addition to the use of y? in tests of hypothesis concerning the standard deviation, it is used as a test

of goodness of fit and as a rest of independence of two attributes. These tests are explained in the
following secrions.



















































170 ®» Quantitative Method

T2 80* T2 83’ ‘85

2= = 1600.00, 2 _585 =1722.25 =% =8 =1806.25
n 4 n, 4 n, 4

T2 {80+83+85)

—=—( 3+85) =5125.33

n 12

. T55=5288-5125.33 =162.67

TRSS =1600.00 +1722.25 +1806.25 —5125.33= 3.17

ESS =T855 -TRSS =162.67 —3.17 =159.50
Analysis of Variance Table

From the wble, we have

(b)

Coding Method

Source of 5 P 4 Moan S.S
Variation | 4™ of Squares | d.f. ean 5.5,
Between

’ TRSS=3.17 2 ff=ﬂ=1.585
Salesmen 2
Within 159.50

ESS=159.50 | 9 |4 = =17.72

Sulesen 5 5, 7.7

Total 785 =162.67 | 11

1.585

17.72

, \ there is no evidence against H.

On subtracting 20 from each observation, we can write

Salesmen | 15t Week | 2nd Week | 3rd Week | 41k Week | Total
A -4 1 -2 5 0
B 2 0 -5 6 3
C 3 4 -4 0 5
From the above table, we have
2 TZ 2
ZZX2 =168, —=9=0,T2 =2,—3 =§ and T— =ﬁ =E
n 4 n 4 ny 4 n 12 3
88
Further, 785 = 153—E=4—-— 162.67
3 3
2 16 27+ 64 8
and TRSS =0+ 9 _.2_.___ i.—s—_?’ 17.

4 3 12 12

The rest of the procedure is same as in the direct method.
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Analysis of Variance Table

Source of Variation S.S._ | d.f. MSS.
Berween Trearmienr | 427.85| 3 sf = 427.85 =142.62
Within Treatmens | 32662 | 13 | 5] = 32662 _ 2512
] 13
T
Total 754.47 | 16

From the above table, we have

_142.62
25.12

=5.68>3.41

The critical value of £ for 3,13 4.f.and @ = 0.05. Thus, H, is rejected at 5% level of significance.

TESTING THE SIGNIFICANCE OF REGRESSION USING
ANALYSIS OF VARIANCE

The analysis of variance technique can also be used to test the significance of regression coefficient. [If

the firted regression line is ¥, =a + X, we can write

(v -7y = Z[Y,. -, ] + z(};! —?]’
Unexplained SS] ( Explained S§ arJ

(Taraf SS] (
or Error S5

due to Regression

Thus, the analysis of variance table can be written as

Source of Variation | Sumof Squares | d_f. Mear 5§
- —\2 . RSS
Due to Regression | RSS=Y (Y, -¥) | 1 |5 = = ASS
Error ESS=T85-R55 | n—-2 s} = £33
| n~2
Totddl  TSS=Y(Y.-F) |n-1

5
From the above table, we have F= 5_§' with 1, { n - 2) d.f

2
Y,
Remarks: To simplify calculations, we can write 785 = Z}"1 _(Z '] and

bl

ESS=Y'Y:-4) Y- b) XY  Then, RSS = TSS - ESS.


http:F=--=5.68>3.41
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Assuming a normal population for the rebounding coefficient, we have n ~ 1 = 80 d.f.
:> xll S | xzu =
We are 95% confident that the interval above contains the true population variance &.

Note: This interval is not symmerric (i.c.: the sample standard deviation s = 4:84 is not in the

center).

This gives us a confidence interval for &. What about o Taking square roots, a 95% ClI for ¢ is

given by:

Hypothesis Testing

Totest H : ¢ = 020 versus H, the test statistic is:

(n—-1)$*

2

a

For the three alternative hypotheses, the P-values and rejection regions are given by:

Alternative Hypothesis  P-value Rejection Region

H:d<d X < x4 Reject A if x* < x2

H:d >0 XX > ¢%) Reject H_ if x* > %2,

H: o 6=, 2 minlPXC > x% P < 1] Reject H,if x? < x4 or 12> %},

where X? is a y*(» — 1) random variable,

The term & 0 is known as the hypothesized variance.
Back to the Basreball Example: We wished 1o test (for n — 1 = 80 d.f;; & = .05):
H, : d £ 2 (the purchaser’s requirements are met)

vs. H_: a> 2 (there is more variability than required):

0{4.
The test statistic here is: x? = 8 (24284) = 96.8

The rejection region is given by: Reject H_if x* > 101.88.

Conclusion: Since the p-value > @ (or since x* = 96.8 < 101.88), then we fail to reject H, at an

& = .05 level, and conclude we do not have enough evidence that o> 2.

Some Notes on the Assumptions for y*-Inferences

When working with the population mean, we saw that if the sample size 7 is large (n 2 30), then
even if the population distribution is not normal, the sampling distribution of the sample mean 7

is approximately norma! allowing the use of a #procedure.

'y
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Since this value is less than 1.96, there is no evidence against H at 5% level of significance. Thus,
the given sample may be treated as random.

Check Your Progress 2

Fill in the blanks:

1. The basic assumption in all statistical tests is that the sample obtained from a population be

2o e, test is used to rtest the hypothesis thar two independent samples have
come from rwo populations with equal means or medians.

SUMMARY

1. The Runs Test for Randomness:

If n, is the number of symbols of one type and n, is the number of symbols of the other type such

that each of them is at least 10 and # = #, + n,, then the distribution of 7, the number of runs in

. . . 2 2pn,{2mn, —n
the sample, is approximately normal with p, = A% 41 and G, = _"‘%ﬁ;)_l The test of
n n(n—

significance is a two tailed test.
2. The Wikoxon Signed Rank Tess:

This test is used to test whether the given sample can he regarded to have come from a population

n(n+l)

with a specified value of median. When 7 > 25, the statistic 7'is a normal variate with p, = i

_ n(n+1)(2n+1)
and a, —11—22—.

3. The Matched-Pairs Sign Test: This test is used to test the hypothesis that a proportion in populacion
is greater, less or equal to a given value. When » > 25, the distribution of the sample proportion of

N - . nil-n
rankings is 2 normal variace with mean = 7#and o, =1}M .
n

4.  The Wilcoxon-Matched-Pairs Signed Rank-Sum Test:
This rest is used to test a one or a two tailed hypothesis regarding equality of medians. When n >

1 IH2r+1
25, the startistic T is a normal variate with p, =# and g, = “(IH—Z)ER—L!

5. The Mann-Whitney Wilcoxon Test:

This rest is used o test a one or a two tailed hypothesis regarding equality of means or medians
when the two samples are independent,

When both r, and n, are at least 10, the rank sum R or (&) is a normal variate with

_n,(n]+u1+l)f | _"z("ﬁ“’:"’ln _ ’n,nz(n,+n1+l)
p,——j——Lorpzv—-—ﬁ—-z J and o= — 5
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TownA : 61 60 56 63 56 63 %9 56 44 62
TowrnB : 55 54 47 59 51 61 57 54 64 58

Use Mann Whitney Wilcoxon method to rest the hypothesis that average price is same in the two
towns.

To compare the average weekly power costs of two factories, independent samples of sizes 12 and
10 are taken from the records of last year. The observations are given below:

Facory ! ;201 225 209 192 190 210 229 223 207 215 198 212
Factory I1 : 182 167 240 190 182 200 185 165 187 184

Use Mann Whitney Wilcoxon method to test the assertion that weekly power costs are higher in
factory L.

A cooperative store is interested in knowing whether there is any significant difference berween
the buying habits of male and female shoppers. Samples of 14 males and 16 female shoppers gave
the following information:

Male ; 62 38 43 79 77 23 11 52 33 41 70 49 69 43
Female : 931 01 72 1181 00 45 68 72 47 83 921 06 63 66 85 8l

Use median test to verify whether there is any reason to suppose that the two populations are

different.

Three different methods of advertising a commodity were used and the respective samples of sizes
9. 10 and 10 identical outlets were taken. The increased sales (in Rs '000) were recorded as
follows:

Sample I : 92 79 77 93 9% 93 71 87 98
Sample fI : 95 76 84 85 B9 90 72 82 6B 83
Sample IIl . 81 91 75 80 78 94 100 86 88 &9

Use Kruskal Walli's method to test the hypothesis that mean increase in sales due to the three
methods of advertising is same.

Random samples of three models of 2 scooter were tested for the petrol mileage (the number of
kilameters per litre). Use Kruskal Walli test to determine if the average mileage of the three models
Is same.

Model A : 60 54 76 48 66 52 62 56
Model B © 62 58 52 48 70
Model C : 42 64 36 65 42 60 82
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Answers to Check Your Progress

Check Your Progress 1
1. Ordinal or nominal scale

2.  Interval

3. Parametric test

Check Your Progress 2
1. Random
2. Mann Whitey Wilcoxon Test
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Yi _ a,\,le

o

/ Yd

O X; X

Fiowe o IR

Lines of Regression

Using the regression YC =a+ 6XI., we can obuain ¥, Y. Y, corresponding to the X values X|,
X, ... X_respectively. The difference berween the observed and calculated value for a particular value
of X say X is called error in estimation of the i th observation on the assumption of a particular line
of regression. There will be similar type of errors for all the n observations. We denote by e.= ¥ - Y.
(i=1,2, ... n), the error in estimation of the i th observation. As is obvious from figure 9.1, ¢ will be
positive if the observed point lies above the line and will be negative if the observed point lies below the
line. Therefore, in order to obtain a figure of total error, ¢ are squared and added. Lec § denote the sum
of squares of these errors, i.e.,

s=3e=3 (1, -v.)

1=l i=1

Line of Regression of Xon Y

The general form of the line of regression of Xon Yis X_ = ¢ + dY, where X denores the predicted or
calculated or estimated value of X for a given value of ¥'= ¥, and ¢ and d are constants. & is known as the
regression coefficient of regression of X on Y.

In this case, we have 1o calculate the value of ¢ and d so that
§ = B(X - X_) is minimised.
As in the previous section, the normal equations for the estimation of ¢ and 4 are
IX. = nc+ dZY, e (1)
and IXY = cEZY + dZY? e (2)

Dividing both sides of equation (1} by 7, we have ¥ =¢+ dY .
This shows that the line of regression also passes through the point (i.?) Since both the lines of
regression passes through the point ()?,]’7.), therefore (?,]’7) is their point of intersection.

We can write ¢=X —4Y oo (3)
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Taking sum over all the observations, we have

Ze,. = Z(K —}”G)= Z]l”i - ZYG =0 [from equation (1)]

. Mean of ¢ values is equal to zero.
(i) Variance of e values

The variance of ¢, values, in case of regression of ¥ on X, is given by
St~ 2o =0 =T (11, ) - @
[Note that 3 (¥, ~¥, ) is the magnitude of unexplained variation in ¥ |
= L5 -F)-(x, - T
_2r-ry XS -X) w3 (% -X),-7)

a ] n

=ol +b'c - 2b- kol = o) - b0}

— 2 P F
=0, —r c,-cr,,(l—r)

Similarly, it can be shown that the mean of ¢, (= X — X ) values, in case of regression of X on ¥, is
also equal to zero, Furcher, cheir variance, i.e.,

S, =0} (] - rz)
Alternatively equarion (2) can be written as,
L1 Tre o,
Syx = 2V~ )Y = [Z¥ - aLY, 41 XY
n

Similarly, we can write,

1
Six =—[ZXi - eLX,- LXY]

Remarks:
The above expressions for the variance are based on the following:
(¥~ ) = X(F= )~ ¥)
S VY-S - Y)Y,
It can be shown that the last term is zero.
(Y, - V)Y, = BUY,~ F) - KX~ KT + b(X,~ X))
VLY, -FV)-bY X - X)+ bZ(X - XNY,- V) - FLX - X )
=0-0+#LX - XP-HFLX - XP=0
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Method of Least Squares

This is one of the most popular methods of fitting a mathematical trend. The ficted trend is termed as
the best in the sense that the sum of squares of deviations of observations, from it, is minimized. We
shall use this method in the fitting of following trends:

1.  Fitting of Linear Trend
2.  Fiting of Parabolic Trend
3.  Fiuing of Exponential Trend

Standard Error of the Estimate

The standard error of the estimate of regression is given by the positive square root of the variance of ¢
values.

The standard error of the estimate of regression of Y on X or simply the standard error of the

estimate of Yis given as, §, , =0, V1-7r°.

Similarly, §, | = o, J1—r? is the standard error of che estimate X.

Remarks:

According to the theory of estimation, o be discussed in Chaprer 21, an unbiased estimate of the
variance of ¢, values is given by

é Yo
i R B

. The standard errors of the estimate of ¥ and that of X are written as

5, =0y ’(Tj—zj(l—rz) and 5, , =0, (HT”Z)(I— rz) respectively.

Note that difference between these standard errors tend to be equal to the standard errors for farge
values of #. In practice, the value of # > 30 may be treated as large.

Example 9.2: From the following dara, compute (i) the coefficient of correlation between X and Y,
(i1) the standard error of the estimate of Y:

Zx1=24 Z_yl=42 Z.tjy =30 N =10, where x=X-X and y=Y -V

Solution: The coefficient of cotrelation between X and Yis given by

D 2. S NP
B EE

The standard error of the estimate of Y is given by (n < 30)

; _\/(1-#)2;3 J(1—0.9:1)><42=0.?9

Lt n—2 -
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What do you understand by linear regression? Why there are two lines of regression? Under what
condition(s) can there be only one line?

Write a note on the standard error of the estimate,

The regression line gives only a ‘best estimate’ of the quantity in question. We may assess the
degree of uncertainty in this estimate by calculating its standard error. Explain,

Given a scatter diagram of a bivariate data involving two variables X and ¥. Find the conditions of
minimisation of and hence derive the normal equations for the linear regression of ¥ on X. What
sum is to be minimised when X is regressed on ¥? Write down the normal equation in this case.

What is the method of least squares? Show that the two lines of regression obtained by this
method are irreversible except when r = = 1. Explain,

(a) Define correlation between two variables.
(b) Define the concept of covariance, How do you interpret it?

Define correlation and discuss its significance in statistical analysis. Does it signify ‘cause and
effect’ relationship between the two variables?

{a) What do you understand by the coefficient of Linear correlation? Explain the significance and
limitations of this measure in any stadstical analysis.

(b) Write down an expression for the Karl Pearson’s coefficient of linear cotrelation. Why is it
termed as the coefficient of linear correlation? Explain,

(a) Describe the method of obtaining the Karl Pearson’s formula of coefficient of lincar correlation.
What do positive and negative values of this coefficient indicate?

(b} Does 2 zero value of Karl Pearson’s coefficient of correlation between two variables X and ¥
imply that X and Y are not related? Explain.

Define product moment cocfficient of correlation. Whar are the advantages of the study of
correlation?

Show that the cocfficient of correlation, r, is independent of change of origin and scale.
Prove that the coefficient of correlation lies berween —1 and +1.

“If two variables are independent the correlation between them is zero, but the converse is nat
always true”. Explain the meaning of this starement.

Calculate the coefficient of correlation by Karl Pearson’s method for the following data relating to
the money supply (in crores of Rs) and deposic money with the public {in crores of Rs):

Mon Deposit Money Depasit
Year Suppl?; Mopncy Year Supply Money

1961 29 8 1966 46 15
1962 30 9 1967 50 18
1963 33 9 1968 54 20
1964 38 12 1969 58 21
1965 41 14 1970 70 25

Whar condusions do you draw?
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From the above table, we get a= -9%2— =240.5 and 4= _2—22 =-3.6

Thus, the trend line is ¥ = 240.5 - 3.6X, Origin : Ist January 1984, unit of X : 6 months.

The quarterly trend equation is given by

240.5 3.6 .. ; .
Y :T“?X or ¥=060.13 - 0.45X, Crigin : Ist January 1984, unit of X : 1 quarter (i.c., 3

manths).

Shifting origin to 15th Feb. 1984, we get

1
Y=06013 - 045X + 3) = 510.9 — 0.45X, origin T-quarter, unit of X = 1 quarter.

The table of quarterly values is given by

Year I Ir I v

1982 | 63.50 63.05 6260 62.15
1983 | 61.70 61.25 60.80¢ 60.35
1984 | 59.90 59.45 59.00 58.55
1985 | 58.10 57.65 57.20 56.75

Y
The table of Ratio to Trend Values, i.e., 7 %100

Years ! I il v
1982 102.36 9199 8946 98,15
1983 110.21 102.86 103.62 111.02
1984 116.86 99.24 9492 88.81
1985 10327 9540 89.16 102.20
Toral | 43270 38949 377.16 40018
Average | 10818 9737 9429 100.05
S.7. (10820 9740 9432 100.08

399.89

Note: Grand Average, G = =99.97

FExample 10.4: Find seasonal variations by the ratio to trend method, from the following data:

Year 1-Qr [-Qr [H[-Qr IV-Qr
1975 30 40 36 34
1976 34 52 50 44
1977 40 58 54 48
1978 54 76 68 62
1979 B0 92 86 82
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403.12

Note that the Grand Average G = =100.78 . Also check thar the sum of indices is 400.

Remarks: If instead of multiplicative model we have an additive model, then ¥= T+ S+ R or S+ R =
Y — T. Thus, the trend values are to be subtracted from the ¥ values. Random component is then
eliminated by the method of simple averages.

Merits and Demerits

It is an objective method of measuring scasonal variations. However, it is very complicated and doesn't
work if cyclical variations are present.

Ratio to Moving Average Method

The ratio to moving average is the most commonly used method of measuring seasonal variations. This
method assumes the presence of all the four components of a time series. Various steps in the computation
of seasonal indices are as follows:

(i) Compute the moving averages with period equal to the period of scasonal varitions. This would
eliminate the seasonal component and minimize the effect of random component. The resulting
moving averages would consist of trend, cyclical and random components.

(ii} The original values, for each quarrer {or month) are divided by the respective moving average
figures and the ratio is expressed as a percencage, i.e,,

Y _TOR_ sp
MA.~ TCR

where R and X’ denote the changed random components.
(iii) Finally, the random component R’ is eliminated by the method of simple averages.

Example 10.5: Given the following quarterly sale figures, in thousand of rupees, for the year 1986-
1989, find the specific seasonal indices by the method of moving averages.

Year [ H I IV
1986 34 33 34 37
1987 37 35 37 39
1988 39 37 38 40

1989 42 41 42 44
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Solution
Calculatlon Table

v | Y | X=t-1985| XY [ X’Y | X* | X’ | X* | Trend Values
1981 2 -4 1 -8 32 |16 ) -64 | 256 2.28
1982 | 6 -3 —18 54 9. =27 81 5.02
1983 | 7 -2 —-14 28 4 -8 16 7.22
1984 8 -1 -8 8 1 -1 1 5.88
1985 | 10 0 0 0 0 0 0 10.00
1986 | 11 1 11 11 1 10.58
1987 | 11 2 22 44 4 8] 16 10.62
1988 | 10 3 30 90 9 27| 81 10.12
1989 [ 9 4 36 | 144 16 64 | 256 9.08
Toral | 74 0 51| 411 | 60 0708

From the above table, we can write

b=21_08s
60

(L IRAZ60xTE_ o,
9 % 708 - (60)
74 —(-0.27) x 60

o 7Am(E027)x60 o

9
. The fitted trend equation is Y = 10.0 + 0.85X - 0.27X,
with origin = 1985 and unir of X = 1 year.

Various trend values are calculated by substituting appropriate values of X in the above equation.
These values are shown in the last column of the above table.

The predicted value for 1990 is given by
Y=100+085%x5-027x25=75
Example 10.9

The prices of a commodity during 1981-86 are given below. Fit a second degree parabola to the following
dawa. Calculate the trend values and estimate the price of the commedicy in 1986.

Year : 1981 1982 1983 1984 1985 1986
Price : 110 114 120 138 152 218


http:b=-=0.85
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year 19877 (b) Convert this equation into a monthly equation with January, 1985 as origin and
estimate the values for November, 1984 and April, 1985.

Year : 1978 1979 1980 1981 1982 1983 1984 1985
Earnings : 38 40 65 72 79 60 87 95

Given below are the figures of production of a sugar factory in ‘000 tonnes

Year : 1981 1982 1983 1984 1985 1986 1987
Production : 77 38 94 85 91 98 90

(1)  Fit a straight-line trend by method of least squares.
(i) Calculate rrend values and plot observed values and trend values on a graph.

(iii) Predict the production of factory for 1989 and 1993 on the assumption that the same trend
continues.

(iv) Comment on the validity of prediction for 1993.

Compute the trend line by the method of least squares from the data on profits {in Rs "000) of a
firm, given below:

Year : 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991
Profits : 110 125 115 135 150 165 155 175 180 200

Fit a linear trend to che following data, on average monchly ocutpurt, with origin at mid-point of
the year 1980. Convert this into a monthly trend equation. Estimate the average output for June
and Auguse, 1980.

Year : 1976 1977 1978 1979 1980 1981 1982 1983 1984
Ouepur : 63 74 93 74 83 106 9.0 87 7.9

Draw a free hand curve showing trend of the following data:

Years OQutput(intonnes) Years Ourput(intonnes)

1980 115 1985 120
1981 120 1986 130
1982 123 1987 138
1983 125 1988 145
1984 118 1989 150

Answers to Check Your Progress

Check Your Progress 1

1.
2,
3.

Secular Trend

Y=ua+br+cf

[

Ratio to Trend Method
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Check Your Progress 2
1,  Parabolic trend

2, Least squares

3. False
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INTRODUCTION

Linear programming is a widely used machemarical modeling technique to determine the optimum
allocation of scarce resources among competing demands. Resources rypically include raw materials,
manpower, machinery, time, money and space. The technique is very powerful and found especially
useful because of its application to many different types of real business problems in areas like finance,
production, sales and distribution, personnel, marketing and many morc areas of management. As its
name implies, the linear programming model consists of linear objectives and linear constraints, which
means that the variables in a model have a propartionare relationship. For example, an increase in
manpower resource will result in an increase in work output,

Essentials of Linear Programming Model

For a given problem situation, there are certain essential conditions that need to be solved by using
linear programming.
1. Limited resources: limited number of labour, material equipment and finance.

Objective : tefers to the aim 1o oprimize (maximize the profits or minimize the costs).

2

3. Linearity: increase in labour input will have a proporrionate increase in output.

4. Homogeneity : the products, workers' efficiency, and machines are assumed to be identical.
5

Divisibility - it is assumed that resources and products can be divided into fractions. (in case the
fractions are not passible, like production of one-third of a computer, a modification of linear
programming called integer programming can be used).

Properties of Linear Programming Model

The following properties form the linear programming model:

1. Relationship among decision variables must be linear in nature.
2. A model must have an objective function,

3.  Resource constraints are essential.

4. A model must have a non-negativity constraing,

|

FORMULATION OF LINEAR PROGRAMMING PROBLEM

Formulation of Linear Programming Problem (LPP) is the representation of problem situation in a
mathematical form. It involves well defined decision variables, with an objecrive function and set of

constraints,

Objective Function

The objective of the problem is identified and converted into a suitable objective function. The objective
function represents the aim or goal of the system (i.e., decision variables) which has to be determined
from the problem. Generally, the objective in most cases will be either to maximize resources or profits
or, to minimize the cost or rime.
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Now, again check for degeneracy. Here allocation number is 6.

Verify whether number of allocations,

N=m+n-1
6 =3+4-1
6 =46

therefore degeneracy does not exirs,

Again find the values of U, V; and C_‘,J for the Table 12.19 shown earlier.

For occupied cells, C,+U+V =0

19+0+V, =0, V,=-19
10+0+V, =0, V, = - 10
20+ U, - 10 =0, U, =-10
8-10+ V, =0, V,=
30+ U, +2 =0, U, = - 32
40 -50+V, =0, V,=-10
For unoccupied cells, E‘; =C+ U+ V
C,, =30 +0+20=50
C,=50+0-8 =42
C, =70-32-19 =19
Cp = 60-32~10=18
C, =40-10-19=11
C.=70-10-8 =52

[
(¥

The values of the opportuniry cost C_'q are positive. Hence the optimality is reached. The final

allocations are shown in Table 12.19,
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Table 12.19: Final Allocation

Drestination
D, D, D, Dy Supply
19 10 50 i0
S ),
5 2
70 30 40 60
Source S, | ‘ \ ‘ [—‘| D 9U;=~32
5 7
‘40| ‘s‘ |70| 20]
S, 18 Uy=— 10
6 12
Demand 5 8 7 14
Vi=-19 Vv, =2 V,=-8 V,=-10

Total transportation cost = (19 x 5) + (10 x 2) + (30 x 2) + (40 x 7) + (8 x 6) + (20 = 12)
=95 + 20 + 60 + 280 + 48 + 240
= Rs. 743
Example 12.7: Solve the transportation problem

Destination
1 2 3 Supply
1 3 S 7 10
Source 2 11 8 9 8
K] 13 3 9 5
Demand 5 9 1% 23
25

The problem is unbalanced if $4, = S, tha is, when the towl supply is not equal to the toral
demand. Convert the unbalanced problem into a balanced one by adding a dummy row or dummy
column as required and solve.

Here the supply does not meer the demand and is short of 2 units. To convert it to a balanced
transporration problem add a dummy row and assume the unit cost for the dummy cells as zero as
shown in Table 12.20 and solve.






































