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1.1 INTRODUCTION

Quancirative techniques may be defined as those techniques which provide the decision makes a systematic 
and powerful means of analysis, based on quantitative data. Quantitative- techniques are those statistical 
and operation research techniques which help in the decision making process especially concerning 
business and industry. It is a scientific method employed for problem solving and decision making by 
the management. With the help of quamicative techniques, the decision maker is able to explore policies 
for attaining the predetermined objectives. In short, quantitative techniques are inevitable in decision
making process. Those techniques which provide the decision maker a systemic means of analysis based 
on the quantitative data in formulating policies for achieving pre-determined goals. 

1.2 MEASUREOFCENTRALTENDENCY

Measure of central tendency enables us to get an idea of entire data from a single value at which we 
consider the entire data is concentrated. This single value could be used to represent the entire population. 
Measure of central tendency also enables us to compare two or more sets of data, for example, average 
sales figures for two months. 

Common Measures of Central Tendency 

There are three common measures of central tendency; 

I. Mean: The average value

2. Median: The middle value

3. Mode: Most ,JCcurring value

Here, we discuss the definitions, concepcs and methods of manual cakulation. Grouping of discrete
data is not necessary for computer calculations. We can directly use the discrete data and get faster as 
well more accurate results than by grouping of the data. When only grouped data is available, we need 
to use formulae for grouped data. 

1.3 MEAN

There are three cypes of mean: 

1. Arithmetic Mean (AM)

2. Geometric Mean (GM)

3. Harmonic Mean (HM)

Arithmetic Mean 

Arithmetic Mean is again of two cypes, 'Simple Arithmetic Mean' and 'Weighted Arithmetic Me.an'. 
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Simple Arithmetic Mean 

Simple Arithmetic Mean for Ungrouped Data (AM) 

It is the value obtained by dividing the sum of all the values in data (called data points) by total number 

of such data points (observations). It is denoted by, X (X Bar) or µ depending on the data is a sample 
or population. Thus, 

Xl + X2 + X3 + ..... + XN µ=--------
N 

There is a short cut method for calculations based on a simple concept that, if a constant is 
subtracted or .added to all data points, the Arithmetic Mean (AM) is reduced or increased by that 
amount. Thus, 

Where, A = Arbitrarily selected constant value (assumed mean). This value is selected such that it 
simplifies the values in calculations when deviation of each observation is used instead of 
the data values. A is selected close to the expected or guess value of mean. Calculations on 
deviation should be such that we should be able to do it orally. 

d. = Deviation of each observation from the assumed mean. 
' 

N"' Number of observations. 

Note that, when assumed mean 'N. is exactly equal to Arithmetic mean µ or X, algebraic sum of all 
deviations is equal to zero. Thus, algebraic sum of deviations of all observations about Arithmetic Mean 
is zero. Or, 

N 

About Arithmetic Mean, Ld; = 0 ,..,, 

Now we will solve one example just to demonstrate the method. Calculating arithmetic mean 
using MS excel is however, very simple. 

Example I 

Find the arithmetic mean of 3, 6, 24, and 48. 

Solution 

Let the assumed mean A "" 20 

II.No. 
1 

2 

3 

4 

N=4 

. 
JQ .,.,. ..... t,r,-AJ 
3 -17 

6 - 14 
-

24 4 

.a 28 

Zx,•81 J:4•1 
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81 
4 = 20.25 

Or, alternatively by short cut method, 

N Ldi . 
µ = A + ..£::!__ = 20 + .!._ = 20.25 

N 4 
This is same as direct method. 

Note: If we take assumed mean as arithmetic mean 20.25, 

~ -- .,.,.~_...,. -. . - -- -•- - . "" ... -- •T •:; --

...:•~~-~~-- .. - \ ' - -- - . . 

1 3 -17.25 

2 6 -14.25 
3 24 3.75 

4 48 27.75 

N=4 J: a;• l1 l ~•O 

Exampk 2 

Find the arithmetic mean of 10, 12, 20, 15, 20, 12, IO, 15, 20 and IO 

Solution 

Arithmetic mean µ = xi + Xl + X 3 + ... "+ XN 

N 

IO+ 12+ 20+ 15+ 20+ 12+ 10+ 15+ 20+ 10 
14.4 

10 

OR 

Frequency distribution of the data is, 

1 10 3 30 

2 12 2 24 

3 15 2 30 

20 3 60 

tf,•10 ~xi,= 144 

k k 

I xJ; 
Arithmetic Mean µ = --=--;~ .... ~--

Lf 

"IxJ 144 
;~i =-=14.4 

N 10 

Simple Arithmetic Mean for Grouped Data 

In case of grouped data, we consider class mark (Mid point of the class) as a data point (value of 
observation). In other words, we use mid-value of class for all the observations in that class (since we 
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don't know exact values of the observations, this is the best we can do keeping grouping errors to the 
minimum). Multiply the class marks by frequency of that class. Then the weighted average is calculated 
by dividing sum of these values of class marks with frequency as their weights, by total number of 
observation (sum of all frequencie~)'. Thus, for grouped data, 

k Ir 

~ m,fi L m,fi 
i=l . _ i=I 

µ= n ~ ~N--

Lfi 

-

i=l 

Where, m. = class marks 
I 

J; =- Class frequency 

N = 'if,= Total number of observations 

k :- Number of classes , 
To make manual calculations easy, we may subtract or add a constant from all class marks (observations). 

fo such case, as discussed earlier, J\rithmetic Mean' is reduced or increased by that amount. Thu~, 

Where, 

I, 

L,fid; 
µ=-A+ i=! 

A 

d. 
r 

J; 
N .. 
m . = 

I 

k 

I f 
i=I 

Assumed mean 

(m. - A) = Deviation of class marks from the assumed mean 
' 

class frequency 

tJ; = Total number of observation 

Class marks 

Number of classes 

This method is also called a 'Short Cur Method'. To make manual calculations further easy, we 
can use the principle, that if all the observations are divided or multiplied by a constant, the 'Arithmetic 
Mean' is divided or mulciplied by that value. We select a convenient number usually the class width or 
size. Divide all deviations by that number. Tben use following formula to calculate 'Arithmetic Mean' . 
This method is called as 'Seep Division Method' . The formula is: 

n 

Lfid',-
µ=A+ i=~ xh 

L,fi 
i= l 

Where, A .. Assumed mean. 

d',= (m, -A) = d, 
h h 
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"'; Class Marks. 

h Step size usually class interval. 

N IJ; = Total number of observations. 

We will now demonstrate the procedure with an example. You are recommended to solve one or 
rwo examples by manual calculations (use calculator if necessary). Then onwards you could use MS
Excel, which saves lot of drudgery of calculations and time. If you are using a computer, it is not 
necessary to group the 'ungrouped data' (discrete data). This wiU make calculations in MS Excel easier 
and chances of accurate soluti9'n' increase. However, if the data is already grouped, we need to write a 
function in relevant cell and 'then drag copy. 

Example 3 

From the following data, compute Arithmetic Mean by direct method, short cut methods and step 
division· method. 

...... MO 
No Of students 5 10 25 

Solution 7 
Let ·the Assumed Mean be A = 35 and Step size h = 10 

Calculation Table 

...... ClaN No.of ,.,,. ' Dftlallaft 
Mn 8tudenla d,•llti-A 
( m,) (ti 

0-10 5 5 25 -,3() 

10-20 15 10 150 -20 

20-30 25 25 625 -10 

30-40 35 30 1050 0 

40-50 45 20 900 10 

~ 55 10 550 20 

:E 100 3300 

1 . Direct Method 

6 

µ 

Im.ft 
i-=1 = 3300 = 33 

6 100 I J 
i-=l 

2. Shortcut Method 

µ 
-200 

35 + -- = 35 - 2 -= 33 
100 

3CMO 4MO IMO 
30 20 10 

~ .d, 8-Devlallon IS .4' 
di ........ AJlt 

-150 -3 -15 

-200 -2 -20 

-250 -1 -25 

0 0 0 

200 1 20 

200 2 20 

- 200 -20 
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3. Step Division Method 

n 

µ 
I f,d', -20 

A+ 1=1 xh=35+-xl0 = 33 
n 100 

I fi 
i =I 

Note: T he answer is same irrespective the method used . 

Arithmetic Mean of Combined Data 

Arithmetic Mean is used very often in business for calculating average sales, average cost, average earnings, 
etc. If there are two related data groups and their arithmetic means are known, we can calculate arithmetic 
m ean of the com b ined data w ithout refuning to ind.hddual data p o:in ts. lf the first group o f N

1 
items has 

arithmetic mean of µ1. the second group of N2 items has arithmetic mean of lli_, and so on. We can find 
the arithmetic mean of combined data as, 

µ= N 1 x1-4 +N2 xµ 2+ ...... + N.xµ. 
· N, +Ni+ .... .. + N n 

Example 4 

T he weekly average salaries paid to all employees in a certain company was Rs. 600. The mean salaries 
paid to male and female employees were Rs. 620 and Rs. 520 respectively. Obtain the percentage of 
male and female employees in the company. 

Solution 

Arithmetic mean of combined data is, 

µ = N 1 x µ. +N2 x µ 2+ ...... + N_x µ ~ 

Nl +N2 + ...... +N. 

In this problem N, = number of male employees, N
1 

= number of female employees, mean salary 

of male employeesµ, = 620, mean salary of female employees ~ = 520 and combined mean µ = 600. 

Therefore, 

_ N 1 xµ1 +Nixµ, 6 _ 620 xN1 +520xN2 20 
N _

80 
N µ - --''-'--'---=---'--=-⇒ 00 - - --~-----=-⇒ X 1 - X l 

N1+N2 N l+Nl 
NI :Ni c:cc4:l 

_ Thus, percentage of male and female \employees in the company is 80% and 20% respectively. 

Weighted Arithmetic Mean 

T here are cases where relative importance of the different items is not the same. In such a case, we need 
to compute. the weighted arithmetic; mean. The procedure is similar to the grouped data calculations 
studied earlier, when we consider frequency as a weight associated with the class-mark. Now suppose 
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the dara values are x,. x2' x
3
, ••• , xn and associated weights are W,. W-1' WJ ... W,., then the weighted 

arithmetic mean is: 

Direct Method 

W1+W2+ ...... +Wn 

Shortcut Method 

Where A., = Assumed weighted mean. 

d; (A.. - x;) Deviation of observations from assumed mean. 

Note: for calculacions with MS Excel, fo llow the steps given for grouped data except in place of 
class-mark, encet the observation values and in place of frequencies use weights. 

Utility of Weighted Mean 

Some of the common applications where weighted mean is ext-..a~ively used are: 

1. Construction of index numbers, for example, consumer Price Index, BSE sensex, etc., where different 
weight$ are associated for different items o r shares. 

2 . Comparison of resulcs of the two companies when their sizes are differenr. 

3. Computation of standardized death and birth rates. 

Example 5 

The management of hotel has employed 2 managers, 5 cooks and 8 waiters. The monthly salaries of the 
managers, the cooks and waiters are Rs. 3000, Rs. 1200 and Rs. 1000 respectively. Find the mean 
salary of the employees. (Note: Although these salaries muse be IO to 1 5 year old, we will take it only 
to learn the principle.) 

Solution 

Here we need to calculate waited average of salary with salaries as weights. 

2 X 3000 + 5 X 1200 + 8 X 1000 

2+5+8 

= 1333.33 Rs. 

Geometric Mean (GM) 

It is defined as nth root of the produ.ct of 'N' values of data. If Xp x2 .•.... x n are values of data, then 

Geometric Mean, 

GM= ~XI X X2X ..... ,X X n 



Now taking log on both sides, 

n 

Llog(x; ) 
log( GM)= ..c..•=-=--1 - -

n 
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If different values are not of equal importance and are assigned different weights say w
1
, w

2 
... w. 

then weighted Geometric Mean is given by 

n 

Lw;log(x,-) 
Or, log(G'Jv/.,) = -i::_l - .--

Lwr 

Geometric Mean is useful to find the average percentage increase in sales, production, popuJarion, 
etc. It is the most representative average in .the construction of index numbers. 

Geometric mean is antilog of the mean of logarithms of observations. Ir is useful for graphical 
representations when the range of the data is very large. 

Example 6 

A person takes home loan with floating interest, on reducing balance of 10 year term. The interest .rates as 
changed from year to year in percent are 5.5, 6.25, 7.5, 6.75, 8.25, 9.5, 10.5, 9, 8.25 and 7.5. Find the average 
interest rate? Was it beneficial fur him to take fixed inrerest race on reducible balance at 7.5% per annum? 

Solution 

Average interest rate can be found out using G.M. as follows. First, we find the index by dividing 
percentage rate by 100 and then adding 1. Then we take G .M. of this index as average index. From th.is, 
we can find out the average interest race. 

Average index (G.M.) = ~l.055x l.0625xl.075x l.0675x l.0825x I.095x 1.105'< 1.09< 1.0825< 1.075 

= ~2.137 = I .0789 

Thus, Average Interest-Rate = 7.89% 

Hence it was beneficial for him to take fixed interest rate on reducible balance at 7.5% per annum. 

Harmonic Mean (HM) 

Tr is defined as the reciprocal of the arithmetic mean of the reciprocals of the individual observations. ' 
Thus, Harmonic Mean is, 

HM= n 

( _!_ + _!_ + .... + _!_) 
Xl X Z Xn 

n 
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Example 7 

A relay ceam has four members who have to drive four laps between two fixed points. Average speeds 
that the members can achieve in Km/hr are 280, 360, 380 and 310. Find average speed of the team to 
complete the event. 

Solution 

The average speed can be caJculated as Harmonic Mean (HM). Thus, average speed of the team is, 

n 4 327.69 Km/hr HM=(I I l)=( I 1 l 1). 
; + ~ + .... + Xn 280 + 360 + 380 + 3] 0 

Weighted Harmonic Mean 

1f weight is attached with _ each observation then the Weighted Harmonic Mean is: 

n 

LWi 
WI +w2 + ...... +Wn i-1 HM - -,-------~ = _-__ 

-( w) ~w,_· _ w_i + -w_2 + .... +- n £_, 
XI X 2 Xn i =l X1 

Weighted Harmonic Mean is useful in computing the average rate of increase in profits, average 
speed of journey, average price of articles sold, etc. For example, airplane travels distances 111

1
, w:l' w3 

... w,., with speeds x
1
, Xrx, .. . x,., km\hr respectively, then the average speed is equal to Weighted 

Harmonic Mean of speeds, with weights as the distances w 1, Wr wJ •.. w •. 

Example 8 

An aircraft travels 200 km upto border at speed 700 km/hr (economicaJ), then 250 km upto the target 
in enemy territory at speed 950 km/hr, then after dropping the bombs travels at runaway speed of 
1700 km/hr upco our nearest border at 150 km and then at the speed of 800 km/hr co the base at 
distance of 300 km. Find the average speed of the sortie. Also find the mission time. 

Soltttion 

for the average speed, we need to find the weighted Harmonic Mean. Thus, the average sortie speed is, 

HM= Wl +w2 + ...... +Wn = 200+ 250 + 150 +300 = 889.23 km/hr 

(
WI+ W2 + .... + Wn) (200 + 250 + 150 + 300) 
XI X 2 Xn 700 950 1700 800 

Mission time 1.012 = hr approx. 

Relationship Among Averages 

Arithmetic Mean, Geometric Mean and Harmonic Mean are related through the following relationships. 

1 . AM x HM '" (GM) 2 

2. AM ~ GM~HM 
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1.4 MEDIAN (M
d
)

M,fan i, th, value, whid, divid� th, �mibmion of data, 
/

,,,nged in ascending o, descending o,de,, 
inro two equal pans. Thus, the 'Median' is a value of the middle observation. 

Median for Ungrouped Data 

When the series is arranged in order of size or magnitude, and if total number of observations are odd, 

( N 1)"'

Median M
J 
= + observation.

If the number of observations is even, then the median is the arithmecic mean of two middle observations. 

Median M
d

= 

(N)"' (N ),;, 
2 obsen1ation + 2 + I obsmia#on

2 

Example 9

Srudents of a class were divided in two groups and undergone tutorial training by different faculty 
members. There scores in final examination are: 

Group A: 80, 70, 50, 20, 30, 90, 10, 40, 60 

Group B: 80, 70, 50, 20, 30, 90, 10, 40, GO, 100 

Which group showed berter performance based on Median? 

Solutio11 

First we arrange the scores in ascending order. 

Group A: 10, 20, 30, 40, 50, 60, 70, 80, 90 

Number of obser\/ations is 9 (odd). Therefore, 

. N +1 9+1 "' . 

( )d, Meduu1 M, = -
2
- =-

2
-=5 observatton = 50 

Group B: 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 

Number of observations is IO (even). Therefore, 

(NY' (N )ti/ 
2) observation+ 2 + I obsmiati.on 

50 + GO 
Median M .. -'----'-------'----'-----:=---==55 " l 2 

Thus, group B has better performance on oiedian. 
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Median for Grouped Data 
N t • 

In case of grouped data we first find the value 2 . Then from the cumulauve frequency we find the class 

(N)"' ; 
in which the 2 item falls. Such a class is called as Median Class. The~ the median is calculated by 

formula: 

Median M,= 

Where, L 

N 

pcf 

f = 

h 

N -- - pcf 
L+ 2 xh 

f 

Lower limit of Median class. 

Total Frequency. 

Preceding cumulative frequency to the median class.

Frequency of median class. 

Class interval of median class. 

(N)'h 

Let us understand the logic of the formula. Median is value of 2 observation. But this 

observation falls in the median class whose lower limit is L. Cumulative frequency of class preceding to 

( N )
th 

the 'median class' is pcf Thus, the median observation is 2 - pc/ observation in the median class 

(counted from the lower limit of the median class). Now, if we consider that all/ observations in the 
median class are evenly spaced from lower limit L to upper limit L+h, the value of the median can be 
found out by using ratio proponion. 

We will solve one problem on grouped data for demonstrating the procedure. Once you understand 
the concept you are advised to use MS Excel for finding the median. 

Example JO 

Calculate the median for the following data. 

30-35 40-45 50-55 55-60 .... .,....,. 14 28 33 30 20 15 13 7 

Solution 

• fM;ILiiDCI - - C!JMI r r•lfJAiJ■i ... 
l -, ~- .,,, 

"' 20-25 14 14 

25-30 2-8 42 

30-35 33 75 

35-40 30 105 

40-45 20 125 

45-50 15 140 

50-55 13 153 
65-61) 7 160 



Now, N = 160 

Or, N = BO 

80"' item lies in class 35�40. 

Hence, pif = 75, f =30, h = 5 and l = 35 

Therefore, the Median is,

N 
-�pc[

M,: L+ 2 f x h 

= 35.83 

160 
-75

= 35+ 2 x 5 
30 
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1.5 MODE

The Mode of a data sec is che value chat occurs mosc frequently. There are many situations in which 
arithmetic mean and median fail to reveal the true characteristics of a data (most representative figure), 
for example, most common size of shoes, most common size of garments etc. In such cases, mode is the 
best-suited measure of the central tendency. There could be multiple rr.odel values, which occur with 
equal frequency. In some cases, the mode may be absent. For a grouped data, model class is defined as 
the class with the maximum frequency. Then che mode is calculated as: 

Mode 

Where, 

L Lower limit of modal class. 

6 1 
Difference becween frequency of the- modal class and preceding class. 

61 = Difference becween frequency of the modal class and succeeding class. 

h Size of chc modal class. 

Example J J

In a computeriud entrance test, 20 candidates appear on a particular day. Their scores are: 9, 6, 12, IO, 
13, 15, 16, 14, 14, 16, 17, 16, 24, 21, 22, 18, 19, 18, 20, 17. Find the mode of the data. 

Solution 

�sing manual calculations 

Now the value 16 occurs 3 times which is maximum for any observation. Therefore, 

Mode= 16 

Example 12 

In a computerized entrance test, 20 candidates appear on a particular day. Their scores are: 9, 6, 12, IO, 
13, 15, 14, 14, 16, 17, 16, 24, 21. 22, 18, 19, 18, 20, 17, 8. Find che mo4e of che data. 
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Solutio11 

Using manual calculations 

Now the values 14, 16, 17 and 18 occur 2 times which is maximum for any observation. Therefore, 

Modes are 14, 16, 17 and 18 (this is a multimodal distribution). 

Example 13 

ln a computerized entrance res-t 20 candidate.s appear on a particular day. Their scores are: 9, 6, 1'2, 10, 
13, 15, 14, 16, 24, 21, 22, 19, 18, 20, 17, 8, 11, 16, 2, 5. Find rhe mode,: of the data. 

Solution 

Now there is no value that occurs more cl1an I time. Therefore, the data has no .Mode. 

Relationship among Mean, Median and Mode 

A distribution in which rhe mean, the. median., and the mode coincide is known as symmetrical (beU 
shaped) distribution. Norma:! distribution is one such a symmetric distribution, which is very commonly 
used. 

If the distribution is skewed, the mean, rhe median and the mode are not equal. In a moderately 
.�kewed distribution distance between the mean and rhe median is approximately one third of the 
distance between the mean and the mode. This can be expressed as: 

Mean - Median = (Mean - Mode) / 3

Mode : 3 '" Median - 2 • Mean 

Thus, if we know values of two central tendencies, the third value can be approximately determined 
in any moderately skewed distribution. In any skewed distriburion, the median lies between the mean 
and mode. 

In case of right-skewed (positive-skewed) disuiburion which has a long right rail, 

Mode <Median < Mean.

In case of left-skewed (negative-skewed) distribution which has along left: tail, 

Mean < Median < Mode 

1.6 CORRELATION

Correlation is a degree of I inear association between two random variables. In these rwo variables, we do 
nor differenciare rhem as dependent and independent variables. It may be the case that one is the cause 
and other is an effect i.e. independenr and dependent variables r�pecrively. On the other hand, bo,h 

may be dependent variables on a third variable. In some cases there may not be any cause-effect 
relationship at all. Therefore, if we do nor consider and study the underlying economic or physical 
relationship, correlation may sometimes give absurd results. For example, take a case of global average 
temperature and Indian population. Both are increasing over past 50 years but obviously not related. 

Correlation is an anal ys is of che degree to_ which [\VO or more variables fluctuate with reference to 
each ocher. Correlation is expressed by a coe£ficic:nr ranging between -1 and + l. Positive ( +ve) sign 
indicates movement of the variables in rhe same diFection. F-or example, Variation of the fertilizers used 
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on a farm and yidd, observes a positive relationship within technological limits. Whereas negative (-ve) 
coefficient indicates movement of the variables in the opposite directions, i.e. when one variable decreases, 
ocher increases. For exam ple, Variation of price and demand of a commodity have inverse relationship. 
Absence of correlation is indicated if the coefficient is close to zero. Value of the coefficient close to + 1 
denotes a very strong linear relationship. 

The study of correlation helps managers in fo llowing ways: 

I . To identify relationship of various factors and decision variables. 

2. To estimate value of one variable for a given value of other if both are correlated. For example, 
estimating sales for a given advertising and promotion expenditure. 

3, To understand economic behaviour and market forces. 

4 . To reduce uncertainty in decision-making co a large extent. 

In business, correlation analY5"is often helps manager to take decisions by estimating the effects of 
changing the values of the decision variables like promotion, advertising, price, production processes, 
on the objective parameters like costs, sales, marker share, consumer satisfaction, competitive price. The 
decision becomes more objective by removing subjectivity to certain extent. However, it must be 
understood chat the correlation analysis only tells us about the two or more variables in a data fluctuate 
together or not. le does noc necessarily be due cause and effect relationship. To know if the fluctuations 
in one of the variables indeed affect ocher or not, one has to be estabJished with logical understanding 
of the business environment. 

Some of the correlations could be c<>mpletely nonsense relations like increase in jobs in I.T. and 
reduction production of wheat over past 3 years in India, or share market buJI run of 2004 to 2007 and 
increase in suicides by farmers in India. There are many reasons to get such spurious correlations. Hence 
before we use correlation analysis we muse check few factors responsible for the apparent_ relationship. 
Firstly, the fluctuation may be a chance coincidence: In this case we could look at the data over different 
periods and aJso study if one factor affects the other through third facror that we have not considered. 
Secondly, even when correlation exists the logical analysis may cell us that one variable is independent 
and other dependent on it. For example, surface temperature of the Pacific Ocean (AJ Nino) affects 
monsoons in India but monsoons do not affect temperatures of ehe Pacific Ocean. Thirdly, .in some cases 
both variables under study may be fluctuating together due to a variation in the third variables. Thus 
both variables under corrdacion analysis may be dependent variables and hence not mutually correlated. 
In such a case, manager can not vary one of them and expect other variable to vary. For example, 
correlation in increase in share prices and stronger rupee against dollar may be due to increase in 
Foreign D ire¢t lnvestment (FDI). In this case expecting to control falling share prices through selling 
dollars by the Reserve Bank is incorrect. To control these cwo variables we need to control FDI. Further, 
if the falling share prices arc due co market sentiments or overheated market, controlling FDI may not 
help. Thus, the manager needs to analyze the problem in business environment before he/she can apply 
the correlation an.aJysis in decision-making. 

The correlation can be studied as positive and negative, simple and multiple, partial and cocaJ, 
linear and non linear. Further the method ~o study the correladon is plotting graphs on x-y axis or by 
a.l,gebnic calculation of coefficient of correl~tion. Graphs are usually scatter diagrams or line d iagrams. 
The correlation coefficients have been defined in different ways, of these Karl Pearson's correlation 
coefficient; Spearman's Rank correlation coefficient and coefficient of determination are more popular. 
Drawing· scatter diagram was discussed in chapter 3. Here we will discuss coefficients of correlation. 
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In managerial decision-making, it is a good practice to d raw tbe scaner diagram first, then study 
the logical relationship to identify the type of correlation and the cause effect relation. Only then 
manager sbould calculate the coefficient of correlation for further mathematical analysis. A computer 
packages, or MS Excel can be used for plotting the scatter diagram as well as finding correlation coefficient. 
Types of correlation char need to be differentiated before using the correlation coefficient for managerial 
decision-making are given below. 

Positive or Negative Correlation 

In positive correlation, both factors increase or decrease together. When we say a perfect correlation, the 
scatter diagram will show a linear (straight line) plot with all points fal ling on straight line. If we take 
appropriate scale, the straight line inclination can be adjusted to 45°, alth ough it is nor necessary as 
long as inclination is not 0° or 90° where there is no correlatcion at all because value of one variable 
changes without any change in th e value of other variable. In case of negative correlation when one 
variable increases the ocher decrease and visa versa. If the scatter diagram shows rhe points distributed 
closely around an imaginary Hne, we say it is high degree of correlation. On the other hand, if we can 
harclJy see any unique imaginary line around which the observations are scattered, we say correlation 
does not exist. Even in case of imaginary line being parallel to one of the axes we say no correlation exists 
between the variables. If the imaginary line is a straight line we say the correlation is linear. 

Simple or Multiple Correlation 

In simple correlation the variation is between only two variables under study and the variation is hardly 
influenced by any external facto r. fn other words, if one of the variables remains s-.ame, there won't be 
any change in other variable. For example, variation in sales against price change in case of a price 
sensitive product under stable marker conditions shows a negative couela,~io n. In multiple correlation , 
more than two variables affect one another. 1n such a case, we need to stud)< correlation between all the 
pairs that are affecting each other and study extent to which they have the influence. 

Partial or Total Correlation 

In ca.;<! of multiple correlation analysis there are two approaches ro study the correlation. In case of 
partial correlarion, we study variation of two variables and exclud ing the effects of other variables by 
keeping them under controlled condition. In case of 'total correlation' study we allow all relevant 
variables to vary with respect to each orher and find the combined effect. With few variables, it is 
feasible to study 'total correlation'. As number of variables increase, it ~comes impractical to study the 
'rota! correlatio.n'. 

Liner and Nonlinear Correlation 

The manager must be careful in analyzing che correlation using coefficients because most of the coefficients 
are based o n assumption of linearity. Hence plotting a scatter diagram is good practice. Scatter diagram 
not only tetl us about linearity or nonlinearity but also whether the data is cyclic. When values of two 
variables have a constant rate of change i.t is linear correlation. In such a case, the differential (derivative) 
of relationship is constant with rhe graph of the data being a straight line. In case on nonlinear con elarion 
the rate of variation changes as values -increase or decrease. The non-1,inear rc:lationship could be 
approximated co a polynomial (parabolic, cubic etc.), exponential sinusoidal, etc. In such cases using 
rhe correlation coefficients based on linea,r assumption will be misleading unless used over a very short 



Basic Quantitative Methods • 17 

data range. Using computers, we could analyze a non-linear correlation to a certain extent, wirh some 
simplified assumption. 

Practical Application of Correlation 

The primary purpose of con-elation is to establish an association between any rwo random variables. 
The presence of association does not imply causation, but the existence of causation certainly implies 
association. Statistical evidence can only establish the presence or absence of association berween variables. 
Whether causation exists or not depends merely· on reasonin.g. However, one mu.st be on the guard 
against spurious or nonsense correlation that may be observed between totally unrelated variables before 
regression analysis. 

Correlation is also used in factor analysis wherein attempts are made to resolve a I . 5e set of 
measured variables in terms of relatively few categories, known as factors. The results could be useful in 
following three ways: 

1. To reveal the underlying or latent factors that determjnes the relationship berween the observed
data.

2. To make evident relationship between data chat had been obscured before such analysis.

3. To provide a classificacion scheme when data scored on various rating scales have ro be grouped
together.

Another major application of correlation is in foreauting with the help of time series models. In
past data one ha$ to identify the trend, seasonalicy and random pattern in the data before an appropriate 
forecasting model can be built. 

1.7 LINEAR SIMPLE CORRELATION

Simple linear correlation is a statistical too) applied in many business situations to find the degree to 
which two variables vary linearly ro one another. Although in many situations even if there are more 
rhan rwo variables involved, rwo of them may be dominant. In such a case, correlation anaJysis berween 
these two variables hdp us to measure the degree of associarion betw«n these cwo variables. For example, 
demand of a particular product depends on number of factors. However, association of demand with 
pri<:e may be dominam. Correlation .analysis may also be necessary to eliminate a vari_able which shows 
low or hardly any correlation with the variable of our intere.st. In statistics, there are number of measures 
to describe degree of association becween variables. These are Karl Pearson's Correlation Coefficient, 
Spearman's rank correlation coefficient, coefficient of determination, Yule's coefficient of association, 
coefficient of colligarion, etc. 

The Correlation Coefficient 

The corrdation coefficient measures the degree of association between two variables X and Y. Karl 
Pearson's formula for car.relation coefficient is given as, 

_!_ L (X - .,\')(Y ...Y)
r= �n,;.________ _ . .,, (1) 
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Where r is the 'Correlation Coefficient' or 'Product Moment Correlation Coefficient' between X 
and Y. o-xand a-r are the standard deviations of X and Y respectively. 'n' is the number of the pairs of 

variables X and Y in the given data. T he expression 2... l)X - X)(Y - Y) is known as a covariance 
n . 

between the variables X and Y. It is denoted as Cov(x, y). The Correlation Coefficient r is a dimensionless 
number whose value lies between + 1 and -1. Positive values of r indicate positive (or direct) correlation 
between the two variables X and Y i.e. both X and Y increase or decrease together. Negative values of r 
indicate negative (or inverse) correlation, thereby meaning that an increase in one variable X or Y results 
in a decrease in the value of the other variable. A zero correlation means rhat there is no association 
between the two variables. 

The formula can be modified as, 

r = 
.!. Icx - X)(Y -Y) .!_ I (XY - XY - xr + XY) 
n n ------- -=----------

IXY I x IY ---- -- x - -
n n n 

.. . (2) 

E[XY]- E[X]E[Y] 
... (3) 

Equations (2) and (3) are alternate forms of equation (1) .. These have advantage that we don't have 
co subtract each value from the mean. In any case while using MS Excel, we don't have to use any of 

these formulae. 

Example 14 

The data of advertisement expenditure (X) and sales (Y) of a company for past 10 year period is given 
'below. Determine the correlation coefficient between these variables and comment on the correlation. 

X 50 50 50 40 30 20 20 15 10 5 

V 700 650 600 500 450 400 300 250 110 200 

Solution: 
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....... X y ••tx-N> , .. cY- Y) ,rl y1 KY 

1 50 700 21 274 441 75076 5754 
2 50 650 21 224 441 50176 4704 

3 50 600 21 174 441 30276 3654 
4 40 500 11 74 121 5476 814 

5 30 450 1 24 1 576 24 

6 20 400 -9 -26 81 676 234 
1 20 300 .g -126 81 15876 1134 

8 15 250 -1, -176 196 30976 2464 

9 10 210 -19 -216 361 46656 4104 

10 5 200 -24 ·226 576 51076 5424 

Tolal1: 290 4260 0 0 2740 306840 28310 

Now, 

r = 28310 
= 0.976 

✓2740 X 306840 

This value of Karl Pearson's coefficient r = 0.976 indicates a high degree of positive association 

between rhe variables X and Y. 

Effect of shifting origin and change of scale on correlation coefficient 

Value of X and y may nor be integers. In such a case, the calculations become tedious. We can expand 

che formula as, 

_!_ ~)x - X)(Y -Y) 
r= ~n'---------

Further simpl ification in computations can be adopted by calculating the deviation of rhe 
observation from an assumed mean rather than the actual mean , and also scaling rhese deviations 

con veniently. 

Here we use the property that correlation coefficient does not change with shifting of origin i.e. by 
adding or subtracting any constant from the two variables (X, Y) correlation coefficient remains same. 
It also remains unchanged if we change the scales by dividing or multiplying the variables by a constant. 

Let X and Y be the two variable with values xpx2 , •• ••• ,x. and JpJi,·· ···•Y •. Let us define another two 

variables obtained by transformation as, 

X - a Y-b 
U =-- and V=--

g h 
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Where a, b, g and h are constants. 

In this case, we have de.fined variables U and V through shift of origin from (O, O) to (a, b) and 

change the X and Y scale by factors 'g and 'h' respectively. Thus for every observarion pair ( x;, J;) there 

is a corresponding pair ( u;, v,) such that, 

x . -a 
u,.= - ' - and 

g 

- LX, 
Now,X =-' 

n 

Similarly, 

f 

I:(g x ui + a) gxI:u;+ nx a 
= 

n n 

= hV+b 

gU+a 

Now, x-X = (g x u,. + a)- (gU + a)= g(u,.- U) 
I 

And J; -Y = h(vi -V) 

-2 ~2 
2 I:(x1 - X) 2 I:(tt; - U) 2 i 

Hence, 0-x =---- =g x--- -=g 0-u 
n n 

And 0-y 2 = 

Now, 

This result is very useful for manual calculations. We can select arbitrary constants a, b, g and h so 

as to simplify the data and rhe find rw which gives the result rxr . Thus, if any constant is added or 

subtracted ro the variables ·or the variables are multiplied or divided .by any constant, the correlation 
coefficient becween rhese rwo variables does not change. This leads to a short cut method explained in 
rhe following example. This simplification is not necessary for finding correlation coefficient on COf!lputer 
using MS Excel. 

Example 15 

The data of advertisement expenditure (X) and sales (1' of a company for past 10 year period is given 
below. Determine the correlation coefficient between these variables and comment the correlation. 

~ 50 50 I 50 I 40 I 30 I 20 I 20 ,s I 10 5 

'( 700 650 I 600 I 500 I 450 I 400 I 300 250 I 210 200 
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Solution: 

Using Manual Calculations 

We shall take U co be the deviation of X values from the assumed mean of 30 divided by 5. 
Similarly, V represents the deviation of Y values from the assumed mean of 400 divided by 10. 

Short cut procedure for calculation of correlation coefficient 

.. 
1 50 700 4 30 120 16 900 

2 50 850 4 25 100 16 625 

3 50 600 4 20 80 16 400 
4 40 500 2 10 20 4 100 

5 30 4SO 0 5 0 0 25 
6 20 400 -2 0 0 4 0 

7 20 300 -2 ·10 20 4 100 
8 15 250 -15 45 9 225 

9 10 210 -4 -19 76 16 361 

10 5 200 -20 100 25 400 
Total 26 561 110 3136 

r = 

:: 

561- (-2)(26) 
10 561+5.2 

~✓;====--;=3=13=6=-=6=7=6 = .J109 .6 ✓3068.4 
10 

0.976 

Check Your Progress 1 

Fill in the blanks: 

1. is the most representative average in the construction of index numbers. 

2. . ...... .... ............. is defined as the reciprocal of the arithmetic mean of the reciprocals of the 
individual observations. 

3. . ........... ............ is the value, whlch divides the distribution of data, arranged in ascending or 
descending order, into two equal parts. 

4. The .... .... ................ of a data set is the value that occurs most frequently. 

5 . . . . . . . . . . . . . . . . . . . . . . . . . is a degree of linear association between two random variables. 
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1.8 REGRESSION

We need to have statistical model that will extract information from the given data to establish the 
regression relationship between independent and dependent relationship. The model should capture 
systematic behaviour of data. The non-systematic behaviour cannot be captured and called as errors. 
The error is due to random component that cannot be predicted as well as the component not adequately 
considered in statistical mndel. Good statistical model captures the entire systematic componenc leaving 
only random errors. 

In any model, we attempt to capture everything which is systematic in data. Random errors 
cannot be captured in any case. Assuming the random enors are 'Normally distributed' we can specify 
the confidence level and interval of random errors. Thus, our estimates are more reliable. 

If the· variables in a bivariate distribution are correlated, the points in scatter diagram approximately 
cluster around some curve. If the curve is straight line we call it as linear regression. Otherwise, it is 
curvilinear regression. The equation of the curve which is closest to che observ ations is called the 'best 
fit'. 

The best fit is calculated as per Lcgend.er's principle of least sum squares of deviations of the 
observed data points from che corresponding values on the 'best fit' curve. This is called s minimum 
squared error criteria. It may be noted tha,t the deviation (error) can be measured in X direction or Y 
direction. Accordingly we will get two 'best fit' curves. If we measure deviation in Y direction, i.e. for a 
given value of data point (x;, y;), then we measure corresponding y value on 'beast fit' curve and chen 
take the value of deviation in y, we call it as regression of Y on X. In the other case, if we measure 
deviations in X direction we call it as regressjon of X and Y. 

Applicability of Regression Analysis 

Regression analysis is one of the most popular and commonly wed statistical tools in business. Wjth 
availability of computer packages, it has simplified the use. However, one ,nust be careful before using 
this tool as it gives only mathematical measure based on available data. It does not check whether the 
cause effect relationship really exists and if it exim which is dependent and which is dependent variable . 
Regression analysis helps in the following way: 

l. It provides mathematical relationship between two or more variables. This mathematical relationship
can then be used for further analysis and treatment of information using more complex techniques.

2. Since most of the: business analysis and decisions are based on cause-effect relationships, regression
analysis is highly valuable tool to provide mathematical model for this relationship.

3. Most wide use of regression analysis is of course estimation and forecast.

4. Regression analysis is also used in establishing the theories b ased on re1ationships of various
par:imeters. Some of the common examples are demand and supply, money supply and expenditure,
inflation and interest rates, promotion expenditure and sales, productivity and profitability, health
of workers and absenteeism, etc.

Simple Regression 

Tb.is model is used if we have bivariate distribution i.e., only two variables are considered and the 'best 
fie' curve is approximated to a straight line. This describes cbc liner rclacioruhip between two variables. 
Although it appears co be too simplistic, in many business situations, it is adequate. Ac least, initial 
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- study can be based on this model for any decision-making situation. Then we could either use other 
models of some ad lioc methods to cater for the complexity of the business situation. If the system is 
found to have many nonrandom components we may have to discard this model and use some other 
model. This model assumes the errors are purely due to randomness and all nonrandom fluctuations are 
captured by our 'best fit' curve. Thus we can use the regression analysis for prediction of dependent 
variable for a given value of independent variable or for controlling the independent variable to get the 
desired results or to explain relationship for reliable predictions. 

Simple Linear Regression Model 

The linear regression model uses straight line relationship. Equation of a scraigl1t line is of the form, 

y = a+Px ... (1) 

Where j is the predicted value of Y corresponding to x. a and /3 are constants. Now if we assume 

the error (deviation) in Y direction is e, we can write the relationship of X and Y in data points as, 

y = a+ f3x+ e 

Error e is the amount by which observation will fall off regression line. Error e is d ue to random 
error 'd and •p are called parameters of the linear regression model whose values are found out from the 
observed data. 

In case of nonJinear equation we use the equation, 

7J =a + /Jx + &2+ ... + E 

The highest power of x is called as order of the model. 

Now in model Y = a + f3x + Ewe cannot find e since it changes from observation to observation. 
But values of a and /3 are fixed. However, to know the exact values of a and /3 we need to know all values 
of the population which is not the usually feasible. Further, if we know the entire population, regression 
analysis may not have much utility. Thus, we can only find estimates of a and /3 from the sample data 
or past data. We indicate it as 'a' and 'b' . 

Jf we fit a straight line in scattered data points, obviously some of the points would be above the 
line and some below. The deviation of each point from line is called error. We want the error should be 
-as small -as possible. The least square criterion is most commonly used. In this case, we minimize the 
value of sum of square of the errors. We could also use criteria like sum of minimum absolute deviation. 
But the least square criterioo is superior because, 

I. It is simple to interpret. 

2. Easy to treat mathematically. 

3 . Estimate of quality of fit and confidence intervals can be easily stated. 

Linear Regression Equation 

Suppose the data points are (x
1
, y) (x1' y) .... (x,., y). Then we can w,ite from regression equation, 

', . (2) 

or, E i = (y; - a - bx) 
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Thus, sum square of errors is, 

• 2 2 
S = ~ e1 = LO'r - a - bx) , ... , 
To have minimum sum of squares of errors (SSE) we must have the condition, 

Or, 2xLl.•.-a - bx.) =0 V, I 

Thus we obtain two linear equations in a and b. These are, 

• It 

axn+bxLX; =LJ; 
/. / i • I 

. .. (3) 

n 
2 

n 

ax"'x.+btx. =LX·J · LI I I I , 
i2 / isl 

... (4) 

These two equations are called as 'Normal Equations'. By solving these equations, we get the 
values of a and b. Note that these values are estimates of a and p. Alternatively, dividing (3) by n we get, 

n n 

a+Y - X 

Substituting (6) in (4) and dividing it by n we get, 

(5) 

. .. (6) 

... (7) 

We denote b as b"' only to indicate it is regression of Y on X. b"' is called as Regression Coefficient. 

Now equation of regression line is, 

j = a+b"'x 

Subtracting equation (5) we get 

... (8) 
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And by.x 
cov(x,y) 

a; 
... (9) 

2 

For finding regression equation of X on Y we follow similar procedure and get the regression line 
equation as 

... (10) 

• • 
n LX; LY; 

1 ~ i=I i=l - £..,x.y . - --x- -
With bxy = cov~,Y) = n ; .. , ' ' (n.. ]: 

l II LY; 
~ 2 /cl - £..,J ; - - -

n ,=1 n 

... (11) 

Furdier, covariance of (X, l".) is, 

• JI 

1 • - r, x, - ~ Y, -- I • - -- --
- -r.x.y . - Y.!.=.!_ - X ..!.=!-+ XY=-I:x.y . -J-X- XY +XY 

n i=I , ' n n n ; .. 1 , , 

1 • --
= -t x.y. - XY n ia/ I I 

... (12) 

Also, variance of X is, 
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l " i -2 
= -rx -X 

n i=I ' 

Substituting ( l l ) & (l 3) in (7) 

brx = cov(X,Y) 
var(X) 

cov(X,Y) 
a 2 

X 

Further, we note chat 

cov(X,Y) 
Also, _ using correlation coefficient is, r = ----

a xa y 

T hus we get, 

Thus, r = ±..Jbrxbxy 

The implications of the above statements are, 

... (13) 

... (14) 

•.. (15) 

... (16) 

I. Slopes of regression lines of Yon X and X on Y vjz. b and bxy must have same signs (because ,2 
. p 

cannot be neganve). 

Correlation coefficient is geometric mean of b and b . 
YT. XJ 

2. 

3. If both slopes b and b are positive correlation coefficient r is positive. If borh b and b are 
µ XJ ' p XJ 

negative the correlation coefficient r is negative. 

4. 
1 

If brx =-,⇒ r=±l indicating perfect correlation. 
bXY 

5. Boch regression lines intersect at point {.X,Y) 

Example 16 

The cost of total output in a factory is linearly related co number of units manufacnued. Data collected 
for 8 months is as follows. 

I•!' ..... 1 2 3 .. 5 6 7 8 

.. Unllj 2 s 1 2.6 3.5 4 5 5.5 

~ ... 16 16 13. 15 17 18 19 20 

1. Find best fit linear relationship of cost Yon units X 
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2. Compute correlation coefficient and assess whether relation can be deemed as reasonable valid. 

3. Estimate the cost for 13,500 units. 

Solution 

Using Manual Calculations 

The calculations are tabulated below. 

...., ~. ('OO(Hlnltl) 

1 2 

2 3 

3 1 

4 2.5 

5 3.5 

6 4 

7 5 

8 5.5 

TotalL 26.5 

I. Now, 

n 

Y• CWAI.) .i ,,_, 

15 4 225 

16 9 256 

13 1 169 

15 6.25 225 

17 12.25 289 

18 16 324 

19 25 361 

20 30.25 400 

133 103.75 2249 

26
·5 x 133 =58.125-55.07=3.055 
8x8 

•t 

30 

48 

13 

37.5 

59.5 

72 

95 

110 

465 

And, a/= ..!_ :r x/ -e;, X; )2 ~ 103
·75 - (3.3125)2 =12.96875-10.973=1.99575 

n ;~, n 8 

Therefore, ax =l.4127 

Thus b = 58.125-55.07 = 1.53 
' l'X 12.96875-10.973 

The regression equation is 

http:58.125-55.07
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2. 

0 (• 133) 5 ( 26.5) ( A 6 ) r, y-
8 

=1. 3>< x--
8
- ⇒ y-16. 25 =l.53x(x-3.3125) 

Or, y = 1.53x + 11.557 

N 2 1 " 2 .�.,. 2 2249 133 2 ow, Ur =-l y, -(-) =---(-) =281.125�276.391=4.734
n ,�i n 8 8 

Therefore, u 
Y 

= 2 .176 

H 
-

b 
U,c -

1 53 
1.4127 

ence, r - IX x - . x 
Uy 2.J 76 

0.993

(Am) 

(Ans) 

Note: Since corrdation coefficient r is dose to 1, there i.s strong association. Hence the relation can be 
deemed as reasonable valid. We c.an a.I.so find the significance of corrdation coefficient with , test 
a.5, 

t=rx (n-�) =0.993 x20.738 =20.593
(1-r ) 

t value as per table of degrees of freedom df = (n - 2) ., 6 significance level 5% is, 1.943 

Since the calculated value is greater than the vaJue from the table, association is significant. {In rhe 
next section we will see how to estimate the goodness of regression line fir). 

3. For number of units 13500. x = l 3.5. The estimated cost of output is,

j =1.53x +11.557 =L53 xt3.5 +11.557 =32.212 (Ans) 

1.9 INDEX NUMBER

Index numbers are statistical measures designed to show changes in a variable or group of related 
variables with respect to rime, geographic location or other characteristics such as income, profession, 
etc. Index Number is a number chat expresses the relative change in price, quantity, or vaJuc compared 
to a base period. A collection of index numbers for different yea.rs, locations, etc., is sometimes called an 

index series. If the index number is used to measure the: relative change in just one variable, such as 
hourly wagc:.<i in manufacturing., we refer to this as a simple index. It is the ratio of two values of the 
variable. and chat ratio converted to a percentage. The following four examples will serve to illustrate the 
use of index numbers. 

Index numbers are meant to study the change in the effects of such factors which cannot be measured 
directly. According to Bowley, "Index numbers are used to measure the changes in some quantity which 
we cannot observe directly". For example, changes in business activity in a country arc: not capable of 
direct measurement but it is possible co srudy relative changes in business activity by studying the 
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vananons in the values of some such factors which affect business activity, and which are capable of 
direct measurement. 

Index numbers are commonly used s ratistical device for measuring tbe combined fluctuations in a 

group rdated variables. lf we wish to compare the price level of consumer items today with that prevalent 

ten years ago, we are nor interested in comparing th.e prices of only one item, but in comparing some 
sort of average price levels. We may wish to compare the present agricultural production or industrial 
production with that ar the time of independence. Here again, we have to consider all items of production 

and each irem may have undergone .a different fractional increase (or even a decrease). How do we 

obtain a composite measure? This composite measure is provided by index numbers which may be 
defined as a device for combining the variations that have come in group of related variables over a 

period of time, with a view to obtain a figure that represents rhe 'net' result of the change i n rhe 
constitute variables. 

Index numbers may be classified in terms of the variables that they are intended to measure. ln 

business, different groups of variables in the measurement of which index number techniques are 

commonly used are (i) price, (ii) quantity, (iii) value and (iv) business activity. Thus; we have index of 
wholesale prices, index of consumer prices, index of indusrriaJ output, index of value of exports a nd 

index of business activity, etc. Here we shall be mainly interested in index numbers of prices showing 
changes with respect to time, although methods described can be applied to other cases. In general, the 

present level of prices is compared with the level of prices in the past. T he present period is called the 

current period and some period in the past is called the base period. 

Simple Index Number: 

A simple index number is a number that measures a relative change in a single variable with respect 

to a base. 

Composite Index Number: 

A composite index number is a number that measures an ave~age relative changes in a group of 
relative variables with respect to a base. 

Types of Index Numbers: 

Following rypes of index numbers are usually used: 

Price index Numbers: 

Price index numbers measure the relative changes in prices of a commodities between two periods. 

Prices can be either retail or wholesale. 

Quantity Index Numbers: 

These index numbers are considered to meas-ure changes in the physical quantity of goods produced. 

consumed or sold of an item o r a group of items. 

Constructing an Index 

Index for any time period n = value in_petiod n - X 100 
value in base period 
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Example 17 

Year Value Calculation Index 

(Base year is year l ) 12380 l2380/ 12380 x l 00 I 00.00 

2 12490 12490/}2380 X 100 100.88 

3 12730 12730/}2380 X 100 

4 1-3 l 4 5 

Finding values from indexes 

lf we have a series of index numbers describing index: linked values and know the value associated with 
any one of them, the other values can be found by scaling the known value in the same ratio as the 
relevant index: numbers. 

Example 18 · 

Calculate the index number for 2012 ta.king 2000 as the base for the following data 

Commodity Unit "Prices 2000 (Po) Prices 2011 (P,) 

A Kilogram 2.50 

B Dozen 5.40 

C Meter 6.00 

D Quintal 1.50.00 

E Liter 2.50 

Total 166.40 
-

. . LPi 221.20 
Pnce index number c: ,Fo1 = ~ X l 00 = X 100;:: 132.93 

L.JPa 166.40 

:. There is a net increase of 32.93% in 2012 as compared to 2000. 

Check Your Progress 2 

Fill in the blanks: 

4.00 , 

7.20 

7.00 
~ 

200.00 

3.00 

221.20 

1. . . . ....... , ......... .... model is used if we have bivariate discribution i.e., only rwo variables are 
coosidered and the 'best fit' curve is approximated to a straight line. 

2. . . . , . . ........ .. . . ...... is a measure of spread of dara about regression line. 

3 . .. ............. ..... . , .. is a number chat expresses the relative change in price, quantity. or value 
compared to a base period. 

4. A .. . .... . .......... . ..... is a number that meuures a relative change in a single variable with respect 

to a base. 

5 . .. .... .... , .... . .... .... inde.'C numbers measure rhe rdacive changes in prices of a commodities between 

rwo periods. 

http:100=132.93
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1.10 SUMMARY

Measures of the central tendency give one of the very important characteristics of rhe data. Accordjng to 

the situation, one of the various measures of central tendency may be chosen as the most representative. 
Arithmetic mean is widely used and understood. What characterizes the three measures of centrali cy, 
and what are the relative merits of each in the given situation, is the question. Mean summarizes all the 
information in the data. Mean can be visualized as a single point where all the mass (the weight) of the 
observations is concentrated. It is like a centre of gravi cy in physics. Mean also has some desirable 
mathematical properties that make it usefuJ in the context of statistical inference. Median is the middle 

value when the data is arranged in order. The median is resistant to the extreme observations. Median is 
like the geometric centre in physics. In case we want to guard against the influence of a few outlying 
observations (called oudiers), we may use the mcdiin. The mode tells our data set's most frequently 
occurring value. 

A scatter plot of the variables may suggest that the IWO variables are related but the value of the Pearson 
correlation coefficient r quantifies chis association. The correlation coefficient r may assume values be1Ween 

-1 and 1. Regression provides us a measure of the relatio.nship and also facilitates to predict one variable
for a value of other variable. Thus, unlike correlation analysis, in regression analysis, one variable is
independent and other dependent. Please note that chis relationship need not be a cause-effect
relationship. A scatter plot helps us in getting rough idea about regression. For regression analysis we
need to specify independent and dependent variables clearly. 1n case of correlation we arc only interested
in finding �hether the relationship exists. Hence the measuring error is only to establish confidtnce in
our analysis. However, in regression our analysis itself is based on the concept of minimi:r.ing the errors.
Index numbers are statistical measures designed to show changes in a variable or group of related
variables with respect co time, geographic location or other characteristics such as income, profession,

etc. A collection of ind.ex. numbers for different years, locations, etc., is sometimes called an index seric,,

If the index number is used to measure the relative change in just one variable, such as hourly wages in 
manufacturing, we refer to this as a simple index.

1.11 KEYWOR,DS

• Arithmetic Mean (AM) • CentraJ tendency
• Composite Index Number • Correlation
• Correlation coefficient • Geometric Mean (GM)
• Harmonic Mean (HM) • Index numbers
• Linear and nonlinear correlation • Mean

• Median • Mode
• Partial or coral correlation • Positive or negative correlation

• Practical application of correlation • Price index Numbers

• Quantity Index Numbers • Regression
• Simple Index Number • Simple linear correlation

• Simple or rnultiple correlations
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1.12 REVIEW QUESTIONS

1. What is measure of Cemral Tendem.y?

2: Wbat are rhe common measures of central tendency?

3. Define mean, median and mode.

4. What a.re the three cypes of mean?

5. What is the relationship among Mean, Median and Mode?

6. What is correl-ation?

7. Discuss about positive or negative correlation.

8. What is simple or multiple correlations?

9. Write sh.on note on partial or total correlation_, linear and nonlinear correlation.

10. Discuss the practical application of correlation.

11. What is regression?

12. Explain the applicability of regression analysis.

13. What is an index number? What does it measure?

14. Define price index number?

1 5. Define quantity inde,X number? 

16. Compute mean, median, mode quartiles and 90th percentile for dara given below:

22 21 37 33 28 42 56 33 32 59 

40 47 29 65 45 48 55 43 42 40 

37 39 56 54 38 49 60 37 28 27 

32 33 47 36 35 42 43 55 53 48 

29 30 32 37 43 54 55 47 38 62 

17. Compute mean, median, mode, quartiles and 90th percentile for the grouped data of age (years)
of employees given below:

Class lnferval 20-30 30-40 40-50 50-60 60-70

Frequency 7 16 15 9 3

18. Calculate arithmetic mean and mode from the following:

1 ....,_....,Ra. 400-600 600-800 I 800-1000 I 1000-1200 

I NUlllllilralwortulta 4 10 I 12 I 6 

19, For the following data find the missing frequency. It is given that mean is 15.38. 

a.. I 9-11 I 11-13 13-15 15--17 17-19

---- I 3 I 1 12 20 ?

I 1200-1400 

I 2 

19-21 

5 
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20. Find Mean and Median for the following data: 

4 1, 42, 43, 42, 43, 42, 44, 44, 40, 45 

21. Find the missing frequency, if arichmecic mean for the following data is 28. 

0-10 10-20 20-30 30-40 40-50 

t2 18 27 ? 17 6 

22. Find mode of the following data: 

0-20 20-40 4CHIO 60-80 80-100 100-120 

12 28 16 5 3 

23. The mean marks of roo students were found to be 40. Later on, it was discovered that the score of 
53 was misread as 83. Find correct mean corresponding to correct data. 

24. The monthly income (in Rs.) of 7 families in a village is as follows: 

1200, 1000, 1100, 1250, 950, 1100, 1350 

Calculate median and mode. 

25. Calculate coefficient of correlation between advertisement cost and sales as per the data given 
below: 

26. 

27. 

28. 

., .... , ....... 39 65 62 90 82 75 25 98 36 78 ...... ... 47 53 58 86 62 68 60 91 51 84 .......... 
Calculate coefficient of correlation between X and Y as per the data given below: 

1t ;; I ;: I :1 :1 :1 :1 ~I ~~ I ~: I y 

3 1 
If bxr =- and bYX = 6, find the value of correlation coefficient between X and Y. 

2 

For the following data 

ij [MDwl••· l 
X y 
38 85 
11 8 

The correlation coefficient between X and Y is 0.66. Find regression equation of X on Y, hence 
estimate the value of X when Y = 80. 

29. Construct the price index number for 201'2, taking the year 2000 as base year. 

L,,1111u .. d11, Pr"·~ in the, •. ,., (.!IIOIJ) Prin, in the ~l'.1r (2UI.!) 

A 

B 

C 

D 

E 

60 

50 

70 

120 

100 

80 

60 

100 

160 

150 
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30. Compute the index number for the. years 2001, 2002, 2003 and 2004, taking 2000 as base year,
from the following data:

� 

Answers to Check Your Progress 

Check Your Progress 1 

I. Geometric Mean

1. Harmonic Mean

3. Median

4. Mode

5. Correlation

Check Your Progress 2 

I. Simple Regression

2. Error variance

3. Index Nwnber

4. Simple index number

5. Price
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2.1 INTRODUCTION

Usual manager is forced to make decisions when there is un certainty as to what wi.11 happen after the 
decisions are made. In chis situation the mathematical cheo ty of probability furnishes a tool chat can be 
of great help to the decision maker. A probability function is a rule that assig ns probabilities to each 
element of a set of events that may occur. Probability distribution can eirher discrete or continuous. A 
discrete probabiJi ty distribution is sometimes called a probabili ty mass function and a c ontinuous one 
is called a probability density function. 

2.2 CONCEPT OF PROBABILITY

The concept of probability originated from the anaJysis of the games of chance in the 17th century. 
Now the subject has been developed to the extent that it is very difficult to imagine a discipline, be it 
from social or narural sciences that can do without it. The theory of probability is a study of Statistical 
or Random Experiments. Tc is the backbone of Statisrjcal In ference and Decision Theory that are essenrial 

tools of the analys is of most of the modern business and economic problems. 

Often, in our day-to-day life, we hear sentences like. 'it may rain today', 'Mr. X has fifcy-fifcy 

chances of passing the examination', 'India may wia the forthcomiog cricket match against Sri Lanka', 

'the chances of making profits by investing in shares of company A are very bright', etc. Each of the 
above sentences involves an element of uncenainty. 

A phenomenon or an experiment which can rcsu1c into more than one possible outcome is called a 
random phenomenon or random experiment or statistical experiment. Although, we may be aware of aJI 
cbe possible outcomes of a random experiment, it is nor possibk to predetermine the outcome associated 

with a particular experimentation or crial. 

Consider, for example, the toss of a coin. The result of a toss can be a head or a tail; therefore, it is 
a random experirnent. Here we know that either a head or a tail would occur as a result of the toss, 
however, it is not possible. to predetermine the outcome. With the use of probability theory, it is 
possible to assign a quantitative measure, to express the extent of uncerrai nty, associated with the 
occurrence of each possible outcome of a random experiment. 

Addition Theorem 

A compound event is any event combining two or more simple events. 

The notation for addition rule is: P(A or B) "' P(event A occurs or event B occurs or they both occur). 

When finding the probability that event A occurs or event B occurs, find the totaJ numbers of ways 
A can occurs and the number of ways B cav occu.-s, but find the totaJ in such a way that no outcome i.� 
counted more than once. 

General addition rule is: 

P(A U B)= P(A)+ P(B)- P(A nB) 

Proof From rhe Venn diagram, we can write 

Venn Diagram 
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Since A and (An B) are mutually exdusive, we can write 

Substituting the value of P(A n B) from theorem 3, we get 

P(A LJ B)=P(A)+ P(B)- P(An B) 

R.emarks: 

1. If A and B are murually exclusive, i.e., An B = q, , then according to theorem 1, we have 

P(AnB) =O. The addition rule, in this case, becomes P(AUB)=P(A)+P(B) , which is in 
conformity with axiom Ill. 

2. The event AU B denotes the occurrence of either A or B or boch. Alternatively, it implies the 
occurrence of at least one: of the: two events. 

3. The evenr An B is a compound event that denotes che simultaneous occurrence of the two 
events. 

4. Alternatively, the event A LJ B is also denoted by A + Band the event An B by AB. 

Corollaries: 

l . From the Venn diagram, we can write P(A U B) = 1-P(An B), whereP(A n B) is theyrobabilicy 

that none of the events A and B occur simultaneously. · 

2. P( exactly one of A and B occurs) = P[ (An B)U (ii n B)] 

=P(Ans)+P(iina) 

= P(A)-P(A n B)+ P(B)-P(A nB) 

=P(AUB)-P(AnB) 

[since (AnB)LJ(JnB)=q,] 

[since (ii n B)= P(B)- P(A n B)] 

[Since P(ALJ B)= P(A)+ P(B)- P(An B] 

3. The addition theorem can be generalised for more than two events. If A, Band Care three events 
of a sample space S, then the probability of occurrence of at least one of them is given by 

P(AUBUC)= P[ AU(BUC)] = P(A)+ P(BUC)- P[ An(sUc)] 

= P(A)+ P(BUC)- P[(An B)U(An c)] 

Applying theorem 4 on the second and third term, we get 

= P(A)+ P(B)+ P(C)-P(An B)-P(A nc)-P(snc)+P(An Bnc) .... (1) 

Alternatively, the probability of occurrence of at least one of the three events can also be written as 

P(AUBUC)=l - P(iin Enc) ., .. (2) 
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If A, Band Care mutually exclusive, then equation (1) can be wrim·n as

P(AU BUC):::c P(A)+ P(B)+ P(C) .... (3)
If A

1
, A

2
, •••••• A� are n events of a sample space S, the respective equations (l), (2) and (3) can be

modified as

P(A, u A. . . . u A.)"" LP(A, )-IIP( Ai nA,) + LLLP( A, n A, nAj )

+(-1r P(.A,n-4.n ... nA,.) (i�j-:1:k, etc.)

P(A,UA,U ... UA,.)=1-P(.�nAin ... n-1,)

P(J'\ UA. U ... UA,.)= i:P(A;) 
i•l 

(if the evenl3 are mutually exclusive)
4. The probabiliry of occurrence of at least two of the three evenu can be wrinen as:

.... (4) 

.... (S) 

.... (6)

P[(AnB)U(ITTC)J (Al g) =P(fl B}- P() c-, � G-) 3P(AnBnc)+P(A1 l(1 C)

=P(AnB)+ P(Bnc)+ P(Anc)-2P(An snc)

S. The probabiliry of occurrence of exactly two of the three events can be written as:

(using corollary 2)
= P(An B)+ P(Bnc)+ P(An C)-3P(AnBnc) (using corollary- 4)

6. The p robability of occurrence of exactly one of the three evcnu can be written as:

P[(AnBnc)U(Ansnc)u(.itnsnc)] = P(at least one of  the three events occur)
- P<,at least two of the three ev ents occur).

= P(A)+ P(B)+ P(C}-2P(AnB)-3P(Bnc)-2P(Anc)+3P(AnBnc).
&t,mpk 2.1: In a group of 1,000 persons, there are 650 who can speak Hindi, 400 can speak English
and 150 can speak both Hindi and English. If a person is selected at random, what is the probability 

that he speaks (i) Hindi only, (ii) English only, (iii) only one of the two languages, (iv) at least one of the
two languages?
So/"tit,,a: Let A denote the event that a person selected at random speaks Hindi and B denotes the event
that he speaks English.

Thus, we have r.a(A) = 650, n(B) =- 400, n(A n B) = 150 and 11(5) =- 1000,
where n(A), n(B), etc. denote the number of persons belonging to the respective event.
(i) The probability that :a person selected at random speaks Hindi only, is given by
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P(AnB)= n(A) _ n(AnB) = 650 _ 150 =_!:. 
rz(S) n(S) 1000 1000 2 

(ii) The probability that a person selected at random speaks English only, 1s given by 

P(AnB)- n(B) _ n(AnB) _ 400 _ 150 ~ l 
n(S) n(S) 1000 1000 4 

(iii) The probability that a person selected at random speaks only one of the languages, is given by 

P[(.A n B)U(A ns)]= P(A)+ P(B)-lP(A ns) (see corollary 2) 

_ n(A)+n(B)-2n(AnB) _ 650+400-300 3 
- n(S) - 1000 4 

(iv) The probability that a person selected at random speaks at least one of the languages, is given by 

P(AUB)= 650+400- 150 .2_ 
1000 10 

Alternative Method: The above probabilities can easily be computed by the following nine-square 
table: 

From the above table, we can write 

(i) p ( A n ») = 500 = _!:. 
1000 2 

(ii) P(AnB)= 250 
=_!:. 

1000 4 

A 

A 

Total 

(iii) P[(AnB)U(AnB)l = 500
+ 250 =i 

'.J 1000 4 

(iv) P(AUB)= 150+500+250 _2_ 
1000 10 

B B Total 
150 500 650 

250 100 350 

400 600 1000 

'( ) ( - - ) 100 9 T his can, alternatively, be written as P A LJ B = l - P An B = 1. - --= - . 
· 1000 10 

Multiplication or Compound Probability Theorem 

A compound event is the result of the simultaneous occurrence of two or more events. For convenience, 
we assume that there arc two events; however, the results can be easily generalized. The probability of 
the compound event would depend upon whether the events arc independent or not. Thus, we shall 
discuss two theorems; (a) Conditional Probability Theomn, and (b) Multiplicative Theorem for lntkpendmt 
Evmts. 

http:B)=l-p(A:nS)=l-1.00
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(a) Conditional Probability Theorem: For any two events A and B in a sample space S, the probability 
of their simultaneous occurrence, is given by 

P(A nB)= P(A)P(B! A) 

or equivalently ,.P(B)P(AIB) 

Here, P(BIA) is the conditional probability of B given that A has already occurred. Similar 
interpretation can be given to tbe term P(AI B). 

Proof: Let all the outcomes of tbe random experiment be equally likely. Therefore, 

P(AnB)=n(AnB)= no.ofelementsin (Ann) 
n(S) no. of elements in sample space 

For the event BIA, the sample space is the set of elements in A and out of these the number of cases 

favourable to B is given by n (An B) . 

P(BI A)= n(AnB) . 
n(A) 

If we multiply the numerator and denominator of the above expression by n(S), we get 

P(BI A)= n(An B) x n(S) = P(A n B) 
n(A) n(S) P(A) 

or P(AnB)=P(A).P(BIA). 

The other result can also be shown in a similar way. 

Note: To avoid mathematical complications, we have assumed that the elementary events are equally 
likely. However, the above results will hold true even for the cases where the dementaty events are not 
equally likely. 

(b) Multiplicative Theorem for Independent Events: If A and B are independent, the probability of 

their simultaneous occurrence is given by P(An B)= P(A).P(B). 

Proof We can write A= (An B)LJ (An B). 

Since (An B) and (An B) are mutually exclusive, we have 

P(A)= P(A n B)+ P(An B) (by axiom III) 

= P(B).P(A! B)+ P(B).P(AI ii) 

If A and Bare independ_em, then proportion of A's in B is equal to proportion of A's in B's, i.e., 

P(AI B)c: P(A I B). 
Thus, the above equation can be written as 
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(B) 600 X 30 400 X 5 
2 

0 
n = ---+--- 0 

100 100 

Substituting this value in the formula of conditional probability theorem, we get 

P(A n B) = P(A).P(B) . 

Corollaries: 

1. (i) If A and Bare mutually exclusive and P(A).P(_B) > 0, then they cannot be independent since 

P(AnB)7o. 
(ii) If A and Bare independent and P<.A).P(B) > 0, then they cannot be mutually exclusive since 

P(AnB)> 0. 

2, Generalisation of Multiplicative Theorem : 

If A, B and Care three events, then 

P(AnBnc)= P(A).P(BI A).P[ C !(An B)] 

Similarly, for n events A,, A
2

, ...... A., we can write 

P(A, n ~ n ... n A,,) = P(A1).P(~ / A,).P[ A3 !(A, n~ )] 
... P[ A. ! (Al n4 n ... n A.-1 )] 

Furcher, if A1, A2 , . . .... An are independent, we have 

3. If A and Bare independent, then A and B, A and B, A and Bare also independent. 

We can write P(AnB)= P(A)- P(An B) (by theorem 3) 

= P(A)- P(A).P(B)= P(A)[l- P(B)]= P(A).P(B), which shows that A and B are 

independent. The other results can also be shown in a similar way. 

4. T b.e probability -of occurrence of at least one of the events A1, A2, ...... A
0

, is given by 

P(A,U~U .... UAJ=l-P(~nAin .... n4.). 

If A,, A
2

, ...... A. are independent then their compliments will also be independent, therefore, the 
above result can be modified as 

P(A,U~U .... UA,,)=1 - P(~).P(~) .... P(A,,). 
Pair-:Uise and Mutual lntkpendence 

Three events A, Band Care said to be mutually independent if the following conditions are simultaneously 
satisfied : 

P(An B)= P(A).P(B), P(Bnc)= P(B).P(C), P(AnC)= P(A).P(C) 
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and P(Ansnc)=P(A).P(B).P(C) . 

If the last condition is not satisfied, the events are said to be pair-wise independent. 

From the above we note that mutually independent events will always be pair-wise independent 
but not vice-versa. 

&ample 2.2: Among 1,000 applicants for admission to M.A. economics course in a University, 600 
were economics graduates and 400 were non-economics graduates; 30% of economics graduate applicants 
and 5% of non-economics graduate applicants obtained admission. If an applicant selected at rahdom 
is found to have been given admission, what is the probability that he/she is an economics graduate? 

Soli4tion: Let A be the event that the applicant selected at random is an economics graduate and B be 
the event that he/she is given admission. 

We are given n(S) = 1000, n(A) = 600, n(A) =400 

Also n(B)= 600x30 + 400x5 _ 200 and n(AnB)= 600 x 30 =lS0 
' 100 100 -100 

. .. . . n(AnB) 180 9 
Thus, the required probability 1s given by P(AI B)= n(B) 

200 
=10 

Alternatir,e Method: Writing the given information in a nine-square table, we have : 

A 

A 

Total 

B B Total 

180 420 600 

70 380 ' 400 

200 800 1000 

. 180 9 
From the above table we can write P( A I B) = --= ---

200 10 

.Example 2.3: A bag concains 2 black and 3 white balls. Two balls are drawn at random one after the 
other without replacement. Obtain the probability that (a) Second ball is black given that the first is 
white, (b) First ball is white given that the second is black. 

Solution: First ball can be drawn in any one of the 5 ways and then a second ball can be drawn in any 
one of the 4 ways. Therefore, two balls can be drawn in 5 X 4 : .20 ways. Thus, n(S) = 20. 

(a) Let A
1 

be the event that first ball is white and A
2 

be the event chat second is black. We want to find 

P(A2 / Ai). 

First white ball can be drawn in any of the 3 ways and then a second ball can be drawn in any of 
the 4 ways, :. n(A.) = 3 X 4. = 12. 

Further, first white ball can be drawn in any of the 3 ways _and then a black ball can be drawn in 

anyofthe2ways, :. n(AinAz)=3x2 =6. 



Thus, P(J1i I A,)= n(� n )z) :cc�= _!_ 

n A, 12 2 

(b) Here we have to find P(Jt. I Az). 
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The second black ball can be drawn in the following two mutually exclusive ways: 

(i) First ball is white and second is black or

(ii) both the balls are black-

n(A, n..-1z) 6 3 
Thus, n(AJ = 3x2 + 2x I= B,: P(A,IJ1i)= ( ) =-=-. ' 

n Ai 8 4 

Alternative Method: The given problem can be summarised into rhe following nine-square table: 

A 

A 

Total 

B ii Total

6 6 12 

2 6 8 

8 12 20 

The required probabilities can be directly written from the above cable. 

2.3 BAYES THEOREM OR INVERSE PAOBA,BILITY RULE 

The probabilities assigned to various events on rhe b;a.sis of the conditions of the cxperimc:ot 0£ by actual 
experimentation or past aperience or oil the basis of personal judgemenr arc ca.lied prior probabilities-. 
One may like to revise these probabilities in the light of cer-tain additional or new information. This can 
be done with the help of Bayes Theorem, which is based on the concept of conditional probability. The 
revised prpbabilities, thus obtained, are known as postmor or inverse probabilities. Using this theorem it 
is possible co revise various bu.�iness decisions in rhe light of additional information. 

Bayes; Theore7TZ 

If an event D can occur only in combination wirh any of rhe n mutually exclusive and exhat1Stive events 
A1, A2

, ...... An and if, in an actual observa,cion, D is found to have occuned, then the probability that it
was preceded by a particular event Ai is given by 

( 
) P( Ak )P(DI AA ) 

p A k I D = -.-----'-----'-' -'-------'-----'--
IP (A; ).P(DI A

i
) 

l=I 

Proof: Since A
1
, A

2
, ...... A. are n exhaustive evenr.s, rherefore, 

Since D 1s another event that can occur in combination with any of the mutually exclusive and 
exhaustive events A

1
, A

2 , ...... A�, we can write
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Trucing probability of both sides, we get 

We note that the events (A1 nv),(A2 no), etc. are mutually exclusive. 

P( D) = f P( A1 n D) = f. P( A1 ). P( D I A1 ) 
1=1 l= I 

The conditional probability of an event A_. gjven that D has already occurred, is given by 

Substituting the value of P<.,D) from (1), we get 

P(A,J D)= ~(At)P(D ! Ak) 
IP(A.) ,P(D! Al) 
ie) 

.... (I ) 

.... (2) 

.... (3) 

Example 2.4: A manufacturing firm purchases a certain component, for its manufacturing process, from 
three sub-contractors A, Band C. These. supply 60%, 30%. and 10% of the firm 's requirements, 
respectively. It is known that 2%, 5% and 8% of the items supplied by the respective suppliers are 
defective. On a particular day, a normal shipment arrives from each of the three suppliers and the 
contents get mixed. A component is chosen at random from the day's shipment : 

(a) What is the probability that it is defective? 

(b) [f this component is found to be defective, what is the probability that it was supplied by (i) A, (ji) 
,8, (iii) C? . 

Solution: Let A be the event that the item is supplied by A. Similarly, Band C denote the events that 
the item is supplied by B and C respectively. Further, let D be the event that the item is defective. It is 
given that: 

P<.,A) = 0.6, P(B) : 0.3, P<.,C) = 0.1, P(DIA) = 0.02 

P<.,DI I!J = 0.05, P<.,DI C) = 0.08. 

(a) We have to find P<.,D) 

From equation (1), we can write 

P(D)= P(An D)+ P(BnD)+ P(cnD) 

= P(A)P(DJ A)+ P(B)P(DI B}+- P(C)P(DIC) 

= 0.6 X 0.02 + 0.3 X 0.05 + 0.1 X 0.08 = 0.035 



(b) (i) We have to find P(AID) 

P( A/ D) = P(A) P(DI A)= 0.6 x 0.02 = 0_343 
P(D) 0.035 

Similarly, (ii) P(B!D) =P(B)P(DIB) 
P(D) 

0.3 X 0.05 = Q,429 
0.035 

cl( ... ) P(CID) P(C)P(DIC) 0.lx0.08 an 111 = ~~~ - ~=--- =0.228 
P(D) 0.035 
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Alternative Method: The above problem can also be attempted by writing various probabilities in the 
form of following table : 

A B C Total 

D 
P(AnD) P(BnD) P(cn D) 

0.035 
=0.012 =0.015 =0.008 

l5 
P(A nl5) P(Bni>) P(cn l5) 

0.965 
= 0.588 =0.285 = 0.092 

Total 0.600 0.300 0.100 1.000 

Thus P(-A ID) = O.Ol 2 
etc. 

0.035 

Example 2.5: A box contains 4 identical dice our of which three are. fair and the fourth is loaded in such 
a way that the face marked as 5 appears in 60% of the tosses. A die is selected at r,m dom from che box 

and tossed. If it shows 5, what is the probability chat it was a loaded die? 

Solution: L!t A be the even t that a fair die is selected and B be the event that the loaded d ie is selected 

from the box:. 

T hen, we have P(A)=i and P(B)=]_· 
4 4 

Further1 let D be the event that 5 is obtained on the die, then 

·, 

I 6 
P(D!A)=- and P(D!B)=-

6 10 

We want co find P(BI D), which is given by 

P(BnD) 1 6 40 6 
P(B!D) = ~ ----x-x-=-

P(D) 4 IO II II 

http:0.lxO.08
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2.4 RANDOM VARIABLES

Given any random variable, corresponding to a sample space, it is possible to associate probabilities to 
each of iu possible values. For example, in the toss of 3 coins, assuming that they are unbiased, the 
probabilities of various values of the random variable X, can be written as: 

The set of all possible values of the random variable X alongwith their respective probabilities is 
termed as Probability Distribution of X. The probability distribution of X. defined in example l above. 
can be written in a cabular form as given below; 

X 0 2 3 Total 

p(X) 
1 3 3 1 

1-
8 8 8 8 

Note that the total probability is equal to unity. 

In general, the set of n possible values of a random variable X, i.e., {X
1

, x;, ...... x;,� along with their 

respective probabilities p(X1 ), p(X), ...... p(.Xw), where :t p ( X1 
) = 1 , is called a probability dimi bution

of X. The expression p(X) is c.alled the probability fun�tlon of X. 

Discrete and Continuous Probability Distributions 

Like any other variable, a random variable X can be discrete or cominuous. If X can rake only finite or 
countably infinite set of values, it is termed as a discrete random variable. On the other hand, if X can 
take an uncountable set of infinite values, it is called a continuous random variable. 

The random variable defined in example l is a discrete random variable. However, if X denotes the 
measwement of heights of persons or the time interval of arrival of a specified number of calls at a 
telephone desk, etc., it would be termed as a cominuous random variable. 

The distribution of a discrete rwdom variable is called the Discrete Probability Distribution and 
the corresponding probability function p(X) is called a Probability Mass Function. In order that any 
discrete function p(X) may serve as probability function of a discrete random variable X the following 
conditions must be satisfied 

(i) p(X) � 0 'rj i = 1, 2, ...... " and 

(ii) LP(x;)=l

ln a similar way, the distribution of a continuous random variable is called a Continuous Probability
Disrribution and the corresponding probability function p(X) is termed as the Probability Density Function.
The conditions for any function of a continuous variable co serve as a probability density function are 

(i) p(X) :2: 0 'rj real values of X, and

(ii) J:p(X)dX = 1
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Remarks: 

1. When Xis a continuous random variable, there are an jofinite number of points in the sample 
space and thus, the probability that X takes a particular value is always defined to be zero even 
though the event is not regarded as impossible. Hence, we always talk of the probability of a 

continuous random variable lying in an interval. 

2. The concept of a probability distribution is not new. In fact it is another way- of representing a 
frequency distribution. Using statistical definition, we can treat the relative frequencies of various 
values of the random variable as the probabilities. 

Exampk 2.6: Two unbiased die are thrown. Let the random variable X denote the sum of points 
obtained. Construct the probability distribution of X 

Solution: The possible values of the random variable are : 

2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 

The probabilities of various values of X are shown in the following table : 

Probablllty Distribution of X 

X 2 3 4 5 6 7 8 9 10 11 12 Total 

p(X) 
1 2 3 4 5 6 5 4 3 . 2 I 

- - - - -
36 36 36 36 36 36 36 36 36 36 36 

Exampk 2.7: Three marbles are drawn at random from a bag containing 4 red and 2 white marbles. If 
the random variable X denotes the number of red marbles drawn, construct the probability distribution 
ofX 

Solution: The given random variable can take 3 possible values, i.e., l , 2 and 3. Thus, we can compute 
the probabilities of various values of the random variable as given below : 

. 
4Cx 2C 4 

Pf.X = 1, i.e., lR and 2 W marbles are drawn) = ~ 2 =-
C3 20 

P(X = 2, i.e., 2R and l W marbles are drawn) 
4 C x 2c 12 

2 l=-

◄c 4 
P(X = 3, i.e., 3R marbles are drawn) = -. -3 =-

6C 20 
~ 

6C 20 
3 

Note: In the event of white balls being greater than 2, the possible values of the random variable would 

have been 0, 1, 2 and 3. 

C umulative Probability Function or Distribution Function 

This concept is similar ~~ the concept of cumulative frequency. The distribution function is denoted by 

F(x). 

For a disc.rete random variable X, the distribution function or the cumulative probability function 

is given by F(x) = P(X ~ x). 
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If X is a random variable that can take values, say 0, I , 2, ...... , then 

: F(l) :- P{X = 0) + P(X : I), F(2) = P(X = 0) + P(X = I) +P(X = 2), etc. 

t 

Similarly, if X is a continuous random variable, the distribution function or cumulative probability 
density function is given by 

2.5 MEAN AND VARIANCE OF A RANDOM VARIABLE 

The mean and variance of a random variable can be computed in a manner similar ro rhe computation 
of mean and variance of the variable of a frequency distribution. 

Mean 

ff X is a discrete rando01 variable which can rake values X 1, X,, ..... X., with respccrlve probabilities as 
p(X 1), p(X), ...... p{X_), then its mean, also known as the Mathematical Expectation or Expected Value 
of X, is given by: 

E(X) ,. x 1
p(X 1 ) + �p(�) + ...... + x.p(X.) = Ix,p(X,) 

. 
,�l 

The mean of a random variable or irs probability distribution is often denoted by µ, i.e., E(X) = µ 

,Rn,uzrlu: The mean of a frequency disrr.ib�rion can be written as X1 • i + X2 • � + ...... + Xw . �, 

whi1;h is ideniicaJ to dl.(: expression for expected value. 

Variance 

The concept of variance of a random variable or its probabili ty distribution is also similar to the concept 
0f the variance of a frequency distribution. 

The variance of a frequency distribution is given- by 

0'
2 

= � Lh (x, -xr = L ( X, - .xl. i = Mean of( X; -xr values.

The expression for variance of a probabili ty distribution with mean µ can be written in a similar 
way, as given below : 

cr2 = E( X - µ )
2 

= I ( x, - µ r p( x,)' where X is a discrete random variable.
ii&I 

Rnnarlu: If X is a r.ontinuous random variable with probabili ty densi ty function p{X), then 

E( X) = I: X.p(X)dX



Probability Distributions ■ ,a 

Moments 

The rth moment of a discrete random variable abour il5 mean is defined as: 

µ, = E(x - µ)' = I(x, -µ)' p(X,) 
,�1 

Similarly, the rth moment about any arbicrary value A, can be written as 

µ;;,, E(X-A}' = I(x,-A)' p(x,> 
r-=l 

The expreS5ions for the central and the raw moments, when X is a continuous random variable, can 
be wrinen as 

µ, = E(X - µ)' = J:,(x - µ)' .p(X)dX 

and µ; = E(X -A)'= J:(x -A)' .p(X)dX respectively. 

2.6 EXPECTED VALUE

Theorem 1 

Expected value of a constant is rhe constant iuelf, i.e., E(b) = b, where b is a constant. 

Proof 

The given situation can be regarded as a probabilicy distribution in which the random variable takes a 

value b with probability l and rakes some other real vaJue, say a, with probabilicy 0. 

Thus, we can write E(b) = b x I + a )( 0 -= b 

Theorem 2 

E(aX) = aE(X), where X is a random variable and a is constant. 

Proof 

For a discrete random variable X with probabili cy function p(X), we have : 

E(aX) = aX
1
.p(X

1
) + aX

2
.p(X

2
) + •••••• + aX0p(Xn)

= aLX,.p( X, )= aE(X} 
i=I 

Combining the rCJults of theorems 1 and 2, we can write 

E(aX + b) = aE(X) + b 

Remarks: Using the above r�sult, we can write an alternative expression for the variance of X, as 
given below 
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cr2 = E(X - µ)l-= E(X2. - 2µX + µ2) 

= E(X2) - 2µE(X) + µi = E(X2) - 2µ1 + µ2 

= E(X2) - µ 2 = E(X2) - [E(X)F 

= Mean of Squares - Square of the Mean 

We note char rhe above expression is identical to rhe expression fo r che variance of a frequency 
distribution. 

Theorems on Variance 

Theorem 1 

The variance of a constant is uco. 

Proof 

Lee b be the given constant. We can write the expression for the variance of b as: 

Var(b) = E[b - E(b))2 = E[b - bll.c o. 
Theorem 2 

Var(X + b) = Va.r(X). 

Proof 

We can write Var(X + b) = E[X + b - E(X + 6))2 = E[X + b - E(X) - bp 

= E[X - E(X)F = Var(X) 

Similarly, it can be shown that Var(X - b) = Var()() 

Remarks: The above theorem shows that variance is independent of change of origin. 

Theorem 3 

Var(aX) = a2Var(X) 

Proof 

We can write Var(aX) = E[aX - E(aX)]2 = E[aX - aE(X)]2 

= a2E[X - E(X)J2 = a2Var(X). 

Combining the results of theorems 2 and 3, we can write 

Var(aX + b) = a2Var(X). 

This result shows that the variance is independent of change origin but not of change of scale. 

Remarks: 

I . On the basis of the theorems on expectation and variance, we can say that if X is a random 
variable, then its linear combination, aX + b, is -also a random variable with mean aE(X) + b and 
Variance equal to a2Var(X), 

2. The above theorems can also be proved for a continuous· random variable. 

Example 2.8 
I 

Co mpute mean and varfaoce of the probability distributions of following conditions. 
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X 0 1 2 3 

( i) p(X) 
1 3 3 1 
- - - -
8 8 8 8 

Solution 

From the above distribution, we can write 

I 3 3 I 
E(X)=0x-+ 1 x-+2x -+ 3x - = 1.5 

8 8 8 8 

To find variance of X, we write 

Var()() = E(X1) - {E(X)J2, where E( X 2
) = L X 2 p(X) 

Now E(x2 )=ox.!..+1x2+4x2+9x~= 3· 
' 8 8 8 8 

Thus, Var()() = 3 - (1.5)1 = 0.75 

X 2 3 4 5 6 7 8 9 10 11 12 Total 

(ii) p(X) 1 2 3 4 5 6 5 4 3 2 I 
36 36 36 36 36 36 36 36 36 36 36 

Solution 

I 1 3 4 5 6 
:. E(X)-==2x-+3 x-+4 x-+5 x-+6 x-+7 x-

36 36 36 36 36 36 

5 4 3 2 1 252 
+8x-+9x-+10 x-+11 x-+ 12x-=-=7 

36 36 36 36 36 36 

2 l 2 3 4 5 6 
Further E(X ) =4 x-+9x -+ 16 x-+25 x-+36 x-+49 x-

' 36 36 36 36 36 36 

+64x2-+8Ixj_+IOOxl_+12lx_3._+J44x -
1 = 1974 

=54.8 
36 36 . 36 36 36 36 

Thus, Var()() = 54.8 - 49 -= 5.8 

X I 2 3 

(iii) p(X) 
4 12 4 

- - -
20 20 20 
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Solut1011 

From rhi: .11.iovc, we can write 

. 4 12 4 
£f\ )=lx-+2x-+3x-=2 

. 20 20 20 

and /· (X 2
) = J X ± + 4 X ~+ 9 X _i_= 4.4 

20 20 20 

:. Var(X) "" 4.4 - 4 = 0.4 

l. Expected Monetary Value (EMV) 

When a random variable is expressed in monetary units, its expected value is ofren termed as 
expected monetary value and symbolized by EMV 

Example 2.!): If ic rains. an umbrelfa salesman earns Rs l 00 per day. If it is fa ir, he loses Rs 15 per day. 
W hat is his expcnacton if the probabiliry of rain is 0.3? 

Solution: Here 1hc ra.ndom variable X takes only two values, X
1 

= 100 with probability 0.3 11nd X
1 

= -

l 5 with probabiluy 0.7. 

Thys, rhe ( x:pecrauon of rhe umbrella salesman __ .,, 

= 100 X 0.3 - l ) X 0.7 = 19.5 

The above result implies rhat his average earning in the long run would be Rs 19.5 per day. 

Example 2.10: A person plays a game of throwing an unbiased die under rhe condition char he could 
gee as many rupees as the number of points obtained on rhe die. Find the expectation and variance of 
his winning. How much should he pay ro play in order chat it is a fa ir game? 

Solution: T he probabiliry distribution of rhe number of rupees won by the person is given below ; 

X(Rs) l 2 3 4 5 6 

p(X) 
I l I 1 1 1 - - - - - -
6 6 6 6 6 6 

Thus. 
• 1 I I l I 1 7 

E(X)= I x-+2 x-+ 3 x -+4x -+ 5x-+ 6 x - = & -
6 6 G 6 6 6 2 

and 
I I 1 1 l 1 91 

E(X )=lx - +4x-+ 9 x-+ 16x-+25x -+36x-=-
6 6 6 6 G 6 6 

2 91 l' 7) l 3 5 . ' . cr =- - - = - = 2.82. Note th~t the unit of s- will be (Rs)2. 
6 2 12 

Since E(X) is pv•irivc, c:he player would win Rs 3.5 per game in rhe long run. Such a game is said to 

be favourable ro the player. In order rhat rhe game is fa ir,. the expectation of the player should be zero. 
Thus, he should P•Y Rs 3.5 before the srarr of rhe game so that the possible values of rhe random 
variable becom~ I - 3 5 = - 2.5, 2 - 3.'> = - 1.5, 3 - 3.5 = - 0.5, 4 - 3.5 = 0.5, etc. and their expected 
value is z.ero. 
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2. Expected \/;:ilue with Perfect Information (EVPI)

Example 2.11: The payoffs (in R�) of three Aces A
1

, A; :ind A
3 

and the possible states of nature S
1

, S
2 

and 
S

J 
are given below : 

Aas ➔ 

States of Nature .J.. 
A, Az Al 

51 
-20 -50 200

52 200 -100 -50
S3 400 600 300 

The probabilities of the states of nature are 0.3, 0.4 and 0.3 respectively. Determine the optimal 
acr using the Ba>7esian Criterion. 

Solution: 

Computation of Expee ed Monetary Value 

SI 52 S3 

P(S) 0.3 0.4 0.3 EMV 

Al -20 200 400 -20 X 0.3 + 200 X 0.4 + 400 X 0.3 = ] 94

� -50 -100 600 - 50 x 0.3 - 100 X 0.4 + 600 X 0.3 = I 25 

A, 200 -SO 300 200 X 0.3 - 50 X 0.4 + 300 X 0.3:: 130 

From the above table, we find chat the act A
1 

is optimal. 

The problem can alternatively be arrempted by finding minimum EOL1 as shown below·. 

Computation of Expected Opportunity Loss 

s' 52 S3 I 
P(S) 0.3 0.4 0.3 EOL 

A, 220 0 100 220 X 0.3 + 0 X 0.4 + 200 X 0.3 = J 26 

Ai 250 300 0 250 X 0.3 +300 X 0.4 + 0 X 0.3 = 195 

A, 0 250 300 0 X 0.3 + 250 X 0.4 + 300 X 0.3 = 190 

This indicates that the optimal act is again A
1
• 

2.7 EXPECTED VALUE WITH PERFECT INFORMATION (EVPI)

The expected value widi perfecr information is the amounr of profit foregone due to uncertain conditions 
affecting the selection of a c.ourse of action. 

Given the perfect information, a decision maker is supposed ro know which particular state of 
nature will be in effect. Thus, the procedure for the seleccjon of an optimal course of action, for the 
decision problem given in example 2.11, will be as follows: 

If the decision maker is certain that the state of nature S
1 

will be in effect, he would select the course 
of action A3, having maximum payoff equal to Rs 200.
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Similarly, if the decision maker is certain that the state of nature S
2 

will be in effect, his course of 
action would be A, and if he is certain that the state of natne S

3 
wiJI be 'in effect, his course of action 

would be A1• The maximum payoffs associated with the actions are Rs 200 and Rs 600 respectively. 

The weighted average of these payoffs with weights equal to the probabilities of respective states of 
nature is termed as Expected Payoff under Certainty {EPC). 

Thus, EPC = 200 x 0.3 + 200 x 0.4 +600 x0.3 =320 

The difference between EPC and EMV of optimal action is the amount of profit foregone due ro 
uncertainty and is equal to EVPL 

Thus, EVPI = EPC - EMV of optimal action = 320 - 194 == 126 

It is interesting ro note that EvPI is also equal to EOL of the optimal action. 

Cost of Uncertainty 

This concept is similar co the concept of E.VPI. Cost of uncertainty is the difference between the EOL 
of optimal action and ~he EOL under perfect information. 

Given the perfect information, the decision maker would selec· "' 1 ac;cioo with minimum opponunicy 
loss under each state of nature. Since minimum opportunity loss under each state of nature is zero, 
therefore, 

EOL under certainty =Ox 0.3 + 0 x 0.4 +O x 0.3 =0, 

Thus, the cost of uncertainty = EOL of optimal action == EvPI 

Example 2.12: A group of swdem.s raise money each year by selling souvenirs outside che stadium of a 
cricket match between teams A and B. They can buy any of chree different types of souvenirs from a 
supplier. Their sales are mostly dependent on which team wins the match. A conditional payoff (in Rs.) 
table is as under : 

Type of Souvenir➔ 

Team A wins 

TeamB wins 

I !I !II 

1200 800 300 

250 700 1100 

(i) Construct the opportunity loss table. 

(ii) Which type of souvenir should the students buy if the probability of team A's winning is 0.6? 

(iji) Compute the cost of uncertainty. 

Solution: 

( i) The Opportunity Loss Table 

Actions➔ 

Events ,J, 

Team A wins 

Team B wins 

Type of Souvenir bought 

I I JJ I !II 

0 1400 1900 
850 400 0 



(ii) EOL of buying type I Souvenir = 0 x 0.6 +850 x 0.4 =340 

EOL of buying type II Souvenir = 400 x 0.6 + 400 x0.4 =400. 

EOL of buying type III Souvenir = 900 x 0.6 + O x 0.4 = 540. 

Probability Distributions • 55 

Since the EOL of buying Type I Souvenjf' is minimum, the optimal decision is to buy Type I 
Souvenir. 

(iii) Cost of uncertainty = EOL of optimal action = Rs. 340 

Binomial Distribution 

Binomial distribution is a theoretical probability distribution which was given by James Bernoulli. T his 
distribution is applicable to situations with the following characteristics: 

I . An experiment consists of a finite number of repeated trials. 

2. Each trial has only two possible, mutually exclusive, outcomes which are termed as a 'success' or a 
' failure' . 

3. The probability of a success, denoted by p, is known and remains constant from trial to trial. The 
probability of a failure, denoted by q, is equal to l - p. 

4. Different trials are independent, i.e., outcome of any trial or sequence of trials has no effect on the 
outcome of the subsequent trials. 

The sequence of trials under the above assumpcions is also termed as Bernoulli Trials. 

Probability Function or Probability Mass Function 

Let n be the total number of repeated trials, p be the probability of a success in a trial and q be the 
probability of its failure so that q = I - p. 

Let r be a random variable which denotes the number of successes in n trials. The possible values of 
rare 0, 1, 2, ...... Ii. We arc interested in fi nding the probability of r successes out of n trials, i.e., P(r). 

To find this probability, we assume that the first r trials are successes and remaining n - r trials are 
failures. Since different tr ials are assumed to be independent, the probability of this sequence is 

p.p . .... p q.q . .... q . 
'-v-' I.e. p'q"·' . 

r riffle (•- , ) ,,,,,., 

Since out of n trials any r trials can be success, the number of sequences showing any r rrials as 

success and remaining (n - r) trials as failure is nC, , wh~re the probability of r successes in each trial is 

p'q-'. Hence, the required probabili ty is P(r) =="C,p' qn-,, where r == 0, l, 2, .... -.. n. 

Writing chis distribution in a tabular form, we have 

r 0 2 n Total 

,. C,,p" qa 1 

It should be noted here that the probabilities obtained for various values of r are the terms in the 
binomial expansion of (q + p)• ;md th us, the disnibution is termed as Binomial Distribution. 



56 ■ Quantitative Method 

P(r) ="C,p' f-' is termed as the probability function or probability mass function (p.m.f.) of the 

distribution. 

Summary Measures of Binomial Distribution 

(a) Mean: The mean of a binomial variate r, denoted by µ , is equal to E(r), i.e., 

n n 

µ = E(r) = IrP(r) = Ir. "C ,p' q n-r (note that rhe term for r = 0 is 0) 
r =O r=I 

,, r 1 " n(n-1) 1 _ ~ ,n · r n-r _ ~ · · r n-r 

- L.J '( )' .pq - L.J(· l)'( )' .pq r=lr.n - r. rol f- .n-r. 

~ (n - ] )! ,-1 n-r ( )"-I 
= np L.J ( ) ( ) . p q = np q+ p = np 

r=l r - I ! n - r ! [·: q+p = 1] 

(b) ¼riance: The variance of r, denoted by s 2 , is given by 

.... ( 1) 

Thus, to find a-2 , we first determine E(,2). 

Now, E(r2 )= "tr2 ."C,,p'q"-r =[r(r-l)+r] "C,p'q"-r 
r=l 

• n' " n(n-1).(n-2)! = I . . p' q•-, +np = I ~-'-----'--~ . pr q•-r + np 
, ~2 (r-2)!(n-r)! ,=z (r-2)!(n- r)! 

n (n - 2)' 
( 1) 2 ~ · r-2 n- r 

=· n n - p L.J ( ) ( ) . p q + np 
r• 2 r - 2 ! n - r ! 

Substituting this value in equation (I), we get 
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Or the standard deviation = fnpq 

Remarks: <J
2 = npq = mean x q, which s hows that o-1 < me,m, since O < q < 1. 

(c) The values of µJ, µ 4 , /3, and /32 

Proceeding as above, we can obt;i,in 

Also 

µ 4 =E(r- np )4 = 3n 2p 2q2 + npq (1 - 6pq) 

/31 = µ; = n2 p2 q2 ( q - p )2 = ( q - p )1 
· µ; n3yq3 npq 

The above result shows that the distribution is symmetrical when 

p = q = ½, negatively skewed if q < p, and positivdy ske~ed if q > p 

µ
4 

31/ p1 q2 + npq () - 6 pq) (] - 6 pq) 
/Ji =-2 = 2 2 2 -:::: 3+-- -

~ n p q npq 

The above result shows that the disrribution is leprokurtic if 6pq < 1, platykurtic 

if 6pq > I and mesokurtic if 6pq = l. 

(d ) Mode: Mode is that value of the random variable for which probability is maximum. 

If r is mode of a binomial disrriburion, then we have 

P(r - 1) ~ P(r) ~ P(r + 1) 

Conside( !he inequality P(r) ~ P(r + 1) 

11! r n- r n! r+I n-r-1 or ---p q >------p q 
r!(n-r )I (r+J)!(n- r -1)! 

o r -( 
1 

).q~-( 
1 

)·.P or qr+q~np - pr 
n--..r r+1 

Solving the above inequality for r, we get 

r~(n+l)p-1 

Similarly, on solving the inequality P(r - 1) ~ P(r) for r, we can get 

r ~(n+l)p 

.... (1 ) 

.... (2) 



58 ■ Quantitative Method 

Combining inequalities (1) and (2), we get 

Case [: When (n + I )p is not an integer 

When (n + l)p is not an integer, then (n + I) p - 1 is also not an integer. Therefore, mode will be an 

integer between (n + l)p - 1 and (n ; 1~ or mode will be an integral part of (n + l)p. 

Case IL· When (n + I )p is an integer 

When (n + 1 )p is an integer, the distdbution will be bimodal and the two modal values would be (n + 
l)p-1 and (n + l)p. 

Example 2.13: An unbiased die is tossed three times. Find the probability of obtaining (a) no six, (b) 
one six, (c) at least one six, (d) two six.es and (e) three sixes. 

Solution: The three tosses of a die can_ be taken as three repeated trials which are independent. Let the 
occurrence of six be termed as a success. Therefore, r will denote the number of six obtained. Further, n 

"'3 and p =¾-
(a) Probability of obtaining no six, i.e., 

(b) 

(c) 

(d) 

(e) 

P( _ o) _ 3c o 3 _ 1 ( 1 )
0 

( s )3 
_ 12s r - - p q - . - - --

o 6 6 216 

P(r=l)=; Cp1q2=3.(l)(1)
2 

=
25 

1 6 6 72 

Probability of getting at least one six = I - P(r = O) = 1-
125 

== -2!__ 
216 216 

( )

3 
- _ 3 3 0 - 1 - 1 P(r-3)- C3p q -3. - - -

6 216 

Example 2.14: .Assuming that it is true that 2 in 10 industrial acoidents are due to fatigue, find the 
probability that: 

(a) Exactly 2 of 8 industrial accidents will be due to fatigue. 

(b) At least 2 of the 8 industrial accidencs will be due to fatigue. 

Solution: Eight industrial accidents can be regarded as Bernoulli trials each wirh probability of succ.ess 

p = 
1
2
0 

=½1The random variable r denotes the nwnber of accidents due to fatig\le. 
I 

2 6 . 

(a} P(r=2) =
8c{½) (f) =0.294 

(b) We have to find P(r ~ 2). We can write 

P<,r ~ 2) = l - P(O) -P(I), thus, we first find P(O) and P(l). 
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and P(1) =8ci(½r(tr =0.336

P(r � 2) : 1 - 0. 168 - 0.336 "' 0.496 

Check Your Progress 1 

Fill in the blanks: 

1. A phenomenon or an experiment which can result into more than one possible outcome is called

2. The occurrence or non-occurrena: of a phenomenon is called an

3. When a random variable is expressed in monetary units, its expected value is often termed as

2.8 POISSON

This distribution was derived by a noted mathematician, Simon D. Poissco, in 1837. He derived this 
distribution as a limiting case of binomial distribution, when the number of trials n tends to become 
very large and the probabiliry of success in a trial p tends to become very small such that their product 
np remains a constant. This distribution is used as a model to describe the probabili ry distribution of a 
random variable defined over a unit of time, length or space. For example, the number of telephone caHs 
received per hour at a telephone exchange, the number of accidents in a ciry per week, the number of 
defects per meter of cloth, the number of insurance claims per year, the number breakdowns of machines 
at a factory per day, the number of arrivals of customers at a shop per hour, the number of typing errors 
per page etc. 

Poisson Process 

Let us assume that on an average 3 telephone calls are received per 10 minutes at a telephone exchange 
desk and we want to find the probabili ry of receiving a telephone call in the next 10 minutes. In an 
effort to apply binomial distribution, we can divide the interval of 10 minutes into 10 intervals of I 
minute each so that the probability of receiving a telephone call (i.e., a success) in each minute (i.e., 
trial) becomes 3/10 (note that p "' min, where m denotes mean), Thus, there are 10 trials which are 
independent, each with probability of success"' 3/10. However, the main difficulry with this formulation 
is that, strictly speaking, these trials are not Bernoulli trials. One essential requirement of such trials, 
that each trial mwt result into one of the rwo possible outcomes, is violated here. In the above example, 
a trial, i.e. an interval of one minute, may result into 0, I, 2, ...... successes depending upon whether 
the exchange desk receives none, one, rwo, ...... telephone calls respectively. 

One possible way out is to divide the time interval of 10 minutes into a large number of smaJI 
imervals so that the probabiliry of receiving 'tWO or more telephone calls in an interval becomes almost 
zero. This is illustrated by the following table which shoW3 that the probabilities of rec.eiving two calls 
decreases sharply as r.he number of intervals are increased. keeping the average number of calls, 3 calls in 
IO minutes in our c-x:ample, as constant. 
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n P ( one calf is received) P ( two calls are received) 

10 0.3 0.09 

·JOO 0.03 0.0009 

1,000 0.003 0.000009 

l 0,000 0.0003 0.00000009 

Using symbols, we may note that as· n increases then p automatically declines in such a way chat the 
mean m (= np) is always equal to a consta!ilt. Such a process is termed as a Poisson Process. The chief 
characteristics of Poisson process can be summarised as given below: 

1. The number of occurrences in an interval is independent of the number of occurrences in another 
interval. 

2. The expected number of occurrences in ao interval is constant. 

3. It is possible to identify a small interval so that the occucrence of more than one event, in any 
interval of this size, becomes extremely unlikely. 

Probability Mas_s Function of Poisson Distribution 

The probability mass function (p.m.f.) of Poisson distribution can be derived as a limit of p.m.f. of 
binomial distribution when n ➔ ao such that m (= np) remains cons-rant. Thus, we can write 

P ( r) = lim "C m 1 m t II. m l m ( ), ( )n-r r ( )' ( )".., 
n ➔ ao r -;; --;; = ,/.:co r!(n-r)! -;; --;; 

m' 
= -.Lim 

r! n➔<0 

~(1-~J(1-~) .... (1--~)(1-~J 
(1-:r 

= m' lim ( 1- mn )" , since each of che remaining terms will tend t o unity as n ➔ oo 
r ! n➔,a 

r -m _ m .e 
r! 

, since 

Thus, the probability mass function of Poisson distribution is 

e-m .rr{ 
P(r) =--, where r = 0, 1,2, ...... «. . 

r! 
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Here e is a constant with value= 2 ,71828 .... Note that Poisson distribution is a discrete probability 
discribucion wich single parameter m. 

Total probability= I--=e )+-+--!--+ 
co e-'".m' -m( m m

1 
m3 

,aa0 r! l! 2! 3! ... .J 

Summary Measures of Pbisson Distribution 

(a) Mean: The mean of a Poisson variate r is defined as 

., - m r · co r [ 3 4 ] e .m -m m -m 2 m m 
E(r)= Ir.-- =e L-( -) =e m+m +-+-+ .... 

r=0 r ! r;J r -1 ! 2 ! 3 ! 

_ -m m m _ -m 111 _ 

[ 

2 3 ] -me l+m +- +- + ..... -me e - m 
2! 3! 

(b) ¼ruince: The variance of a Poisson variate is defined as 

Var(r) = E(r - m)2 = E(r) . - m2 

( 

4 5 
~ ... 3 m m 

=m+e m2 +m +-+-+ 
2! 3! 

( 

2 m l 

= m+m2e-'" l + m +~+-+ 
2! 3! 

{ 

Thus, Var(r) = m + m2 
- m2 = m\ 

Also standard deviation (J' = ✓m • 

... .J 

It can be shown that µ 3 = m and µ 4 = m + 3m2• 

1 2 1 
p =!:!l...=~=- ' 

i µ ~ m3 m 

I 
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Since m is a positive quantiry, therefore, P, is always positive and hence the Poisson distribution 

is always positively skewed. We note that p1 ➔ 0 as m ➔ oo, therefore che distribution tends to 

become more and more symmetrical for large values of m. 

µ 4 m +3m2 I 
Further /32 = -'> = , = 3 +-➔ 3 as m ➔ 00 . This result shows that the distribution ' µ;_ m- m 

becomes normal for large values of m. 

(d) · Mode: As in binomial distribution, a Poisson variate r will be mode if 

The inequaliry P(r - 1)sP(r). can be written as 

e-m .,nr-1 e-m m' 
- --< . 
(r -1)! - r! 

m 
⇒ 15- ⇒ rs m 

r 

Similarly, the inequaliry P(r)?:P(r+l) can be shown to imply that 

r~ m- I 

Combining (1) and (2), we can write m - 1 s rs m. 

Case / : When m is not an integer 

The integral part of m will be mode. 

Case fl· When m is an integer 

The distribution is bimodal with values m and m - l. 

.... (I) 

... . (2) 

Example 2.15: The average number of customer arrivals per minute at a super baz~r is 2. Find the 
probability chat during one particular minute (i) exactly 3 customers will arrive, (ii) at the most rwo 

customers will arrive, (iii) at least one customer will arrive. 

Solution: It is given that m = 2. Let the number of arrivals per minute be denoted by the random 
variable r . The required probabiliry is given by 

(i) P(r =3)= e-2 .23 = 0.13534x8 =0.18045 
3! 6 

(ii) 

· e-i. 2° 
(iii) P(r ?: 1) = 1- P(r ,= 0) = 1-Ti= 1-0.13534 = 0.86464. 

Example 2. 16: An executive makes, on an average, S telephone calls per hour at a cost which may be 

taken as Rs 2 per call. Determine the probability that in any hour the telephone calls' cost (i) exceeds 

Rs 6, (ii) remains less than Rs l 0. 
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Solution: The number of telephone calls per hour is a random variable with m�an = 5. The required 
probability is given by 

(i) 

(ii) 

[ 
25 125

] 236 
=1-e-s 1+5+-+- =l-0.00678x-=0.7349. 

2 6 6 

P(rs4)= t e-s_5
r 

=e-5 [1+5+ 25 + 125 + 625
] =0.00678x 1569 =0.44324.

....o r! 2 6 24 24 

2.9 HYPERGEOMETRIC DISTRIBUTION 

The binomiaJ distribution is not applicable when the probability of a success p does not remain constant 
from triaJ to trial. In such a situation the probabilities of the various vaJues of rare obtained by the use 
of Hypergcometric dimibucion. 

Let there be a finirc population of size N, where each item can be classified as either a success or a 
failure .. Let there be It successes in the population. If a random sample of size n is taken from this 

( kC, )( N· kc
11
-r) 

population, then chc probability of r successes is given by P(r) = N • Here r is a discrete

random variable which can take values 0, 1, 2, .•.... n. Also n s; It. 

It can be shown that che mean of r is np and its variance is 

(N-n1 k
N _ 

1)
-npq, where p = 

N 
and q = 1 - p.

en 

Example 2.17: A retailer has l O identical television sets of a company out which Li are defective. If 3 
televisions are selecced ac random, construct the probability distribucion of cbe number of defective 
television secs. 

SobJtion: Let the random variable r denote the numbC'r of defective televisions. In terms of notations, we

can write N "' I 0, It "' 4 and n ; 3.

4
C X 

6
C 

Thus, we can write P(r)= 
,.10

C 
l-r t r=0, 1 , 2, 3 

3 

The distribution of r is hypergcometric. This discribution can aJso be written in a tabular form as 
given below : 

T 0 

5 
P(r) 30

l 2 3 Total 

15 9 1 
30 30 30 
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Binomial Approximation to Hypergeometric Distribution 

In sampling problems, where sample size n (total number of trials) is less than 5% of population size N, 

i.e., n < 0.05N, the use of binomial distribution will also give satisfactory results. The reason for this is 
that rhe smaller the sample size relative to population size. the greater will be the validity of the 
requiremems of independent trials and the constancy of p.

2.10 NORMAL DISTRIBUTION 

The normal probabiliry distribution occupies a place of central importancre in Modem Statistical Theory.
This distribution was first observed as the nomial law of ttrors by the statisticians of the eighteenth 
c.entury. They found that each observation X involves an ermr term which is affected by a large number of 
small but independent chance faccors. This implies that an observed value of Xis the sum of its true value 
and the net effect of a large number of independent errors which may be positive or negative each with 
equal probability. The observed distribution of sucb a r.andom variable was found to be in close conformiry 
with a continuous curve, whioh was termed as the normal curve of rrrorr or simply the normal curoe. 

Since Gauss used this curve to describe rhe theory of accidental errors of me.asurements involved in 
the calculation of orbits of heavenly bodies, it is also called as Gaussian curve. 

Conditions of Normality 

In order that the d istributioA of a raodom variable X is normal, the factors affecting its observations 
must satisfy che following conditions: 

(i) A larg� number of cb4nce factors: The factors, affecting the observations of a random variable,
should be numerous and equally probable so that the occurrence or non-occurrence of any one of
them is not predictable,

(ii) Condition of bomogmeity: The factors must be similar over the relevant population although,
their incidence may vary from observadon to obs�rvarion.

(iii) Condition @/ independence: The factors, atTecring observations, musr act independently of each
other.

(iv) Condition of symm.erry: Various factors operate in such a way that the deviations of observations
, above and below mean are balanced with regard to their magnitude as well as their number.

,,� 

'Random variables observed in many phenomena related to economics, business and ocher social as 
well as physical sciences are ofren found to be disuibured normally. For example, ol;,servations relating 
to the life of an electrical component, weight of packages, height of persons, income of the inhabitants 
of certain area, diarnerer of wire, etc., are a ffected by a large. number of factors and hence, tend to follow 
a pattern that is very'similar to the normal curve. In addition to this, when the number of observations 
become large, a number of _probability d imibutions like Binomial, Poisson, etc., can also be approximated 
by th is distribution. 

Probability Density Function 

lf Xis a continuous random variable, distributed normally with mean m an.d standard deviation a- , 
then its p.d.f. is giv,en by 
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-l(X-µ",1 1 ---; 
p(X)= r::;-.e 2 

a where - oo < X < ro. 
. uv2n 

Here n and cr are absolute constanrs with values 3.14159 .... and 2.71828 .... respectively. 

1c may be noted here that chis distribution is completely known if the values of mean m and 

standard deviation a are known. Thus, the distribution has two parameters, viz. mean and s tandard 
deviation. 

Shape of Normal Probability Curve 

For given values of the parameters, m and s, the shape of the curve corresponding to normal probability 

density function p(X'J is as shown in Figure. 2.1 

p(X) 

0 µ X 

liHOIIII 
Normal Probability Curve 

It should be noted here char although we seldom encounter variables that have a range from - oo co 

ro, as .shown by the normal curve, nevertheless the curves generated by the relative frequency hjscograms 
of various variables closely resembles the shape of normal curve. 

Properties of Normal Probability Curve 

A normal probability curve or normal curve has the following properties : 

l , It is a bell shaped symmeuical curve about the ordinate at X = µ . The ordinate is maximum at 

X = ).I. 

2 , It is unimodal curve and irs tails extend infinitely in both directions, i.e., the curve is asymptotic 

to X axis in both directions. 

3. AH rhe three measures of central tendency coincide, i.e., 

mean = median = mode 

4 . The total area under the curve gives the total probability of the random variable taking val ues 
berween - co to co . Mathematically, it can be shown chat 
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5. Since median = m, rhe ordinate ac X = µ divides the area under the normal curve into two equal 
parts, i.e., 

6. The value of p(X) is always non-negative for all vaJues of X, i.e., the whole curve lies above X axis. 

7. The points of inflexion (the point at which curvature changes) of the curve are at X = µ ± cr . 

8, The quartiles are equidistant from median, i.e., Md - Q1 = ~ - Md , by virtue of symmetry. Also 

Q1 = µ- 0.6745 cr, ~ = µ + 0.6745 o, quartile deviation = cr 0.6745 and mean deviation = 

0.8 a , approxjmately. 

9. Since the distribution is symmetrical, all odd ordered central moments are zero. 

10. The successive even ordered central moments are related according co the following recurrence 
formula 

µ
2
• = (2n - l)dµ,. _

2 
for = 1, 2, 3, .... ., 

1 1. The value of moment coefficient of skewness {]
1 

is zero. 

µ 30-4 
l 2. The coefficient of kurtosis /J2 = -½ = -◄- = 3. 

µi (T 

Note char the above expression makes use of property l 0, 

13. Additive or reproductive property 

If X 1, X2 • ...... X. are n independent normal variates with means µ 1,µ 2 , ...... µ,..and variances 
2 2 2 • I h h . 1· b. . X Y X . I cr 1 , cr2 , • •. ... cr", respective y, t en t. e1r 1near com 1nat1on 4 1 1 + ar'z + ...... + a • • 1s a so a 

normal var_iare with mean I,a,A and variance 'I,a;o} . 
1'=l i~I 

In particular, if a
1 

= a
2 

= ... , .. = a. = 1, we have LX, is a normal variate with mean L µ , and 

variance L a 1
2 

• Thus the sum of independent normaJ variates is also a normal variate. 

I 4. Area property: The area under che normal curve is distributed by its standard deviation 1n the 
following manner : 
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µ - 3cro µ-2.cr µ-cr µ µ+cr µ + 2cr µ + 3cr 

I~ 68.26% of area➔I 
+----- 95.44% of area-----+ 

- - +------- 99.74% of area----------+ 

WMiill 
Area under the normal curve 

(i) The area between the ordinates atµ - c;and µ + Ci is 0.6826. This implies that for a normal 
distribution about 68% of the observations will lie between µ - C'1' and µ + o: 

(ii) The area between the ordinates at µ - 2a and µ + 20' is 0.9544. This implies that for a 
normal distribution about 95% of the observations will lie between µ - 2a and µ + 2o: 

(iii) The area between the ord inates at µ - 3a and µ + 30' is 0 .99.74. This implies that for a 
normal distribution about 99% of the observations will lie between µ - 3C'1' and µ + 3o: This 
result shows that, practically, the range of the. distribution is 60- although, theoretically, the 
range is from - oo co oo. 

Probability of Normal Variate in an Interval 

Lee X be a normal variate distributed with mean µ and standard deviation a-, also written in abbreviated 
form as X ~ N(jl, a) The probability of X lying in the interval (X

1
, X

2
) is given by 

In terms of figure, this probability is equal to the area under the normal curve between the ordinates 
at X = X

1 
and X = X

1 
respectively. 

Note: It may be recalled that · d1e probability chat a continuous random variable takes a particular value 
is defined to be zero even though the event is not impossible. 

http:I~(----95.44
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liM'liiH 
Area under the normal curve 

between the ordinates at 
X= x, and X= x2 

p(X) 

0 X 

It is obvious from the above that, to find P(X, 5 X 5 X
2
), we have to evaluate an integral which 

might be cumbersome and time consuming task. Fortunately, an alternative procedure is available for 
X-µ 

performing chis task. To devise ·this procedure, we define a .new variable z = - - - ---. 
<Y 

·(X-µ) l[ ] We note thar E ( z) = E ~ = <Y E ( X )- µ = 0 

and Var(z) = Var ~ = -
2 

Var(X- µ )= -
2 

Var(X)= l. · · (X ) l 1 
(7 (7 (7 

Further, from the reproductive property, it follows that the djstribution of .z is also normal. 

Thus, we conclude that if X is a normal variate with mean m and standard deviation a', then 

Z = X - µ is a normal variate with mean -zero and standard deviation unity. Since the parameters of the 
<Y 

distribution of .z are fixed, it is a known distribution and is termed as standard normal distribution 
(s.n.d.). Further, z is termed as a standard normal variate (s.n.v.). 

It is obvious from the above that the disrribution of any normal variate X can always be transformed 
into the distribution of standard normal variate z. This fact can be utilised to evaluate the integral given 
above. 

In terms of figure, this probability is equal to the area under the standard normal curve between the 
ordinates at z = z

1 
and z = zr Since the distribution of z is fixed, the probabilities of z lying in various 

intervals are tabulated. These rabies can be used to write down the desired probability. 
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iiMhiill 
Area under the standard 

normal curve between the 
ordinates at z = z, and z = ~ 

p(z) 

Example 2.18: Using the r.able of areas under the standard normal curve, find the following probabilities: 

(i) P(O S z S 1.3) 

(iv) P( z ~ 1.54) 

(ii) P(-1 s z s 0) 

<v> P(lzl > 2) 

(iii) P(-1 S z S 12) 

(vi) P<lzl < 2) 

Solution: The required probability, in each question, is indicated by the shaded are of the corresponding 
figure. 

(i) From the table, we can write P(0 :S z .S 1.3) = 0.4032. 

(ii) We can write P(-1 .S z S. 0) = P(0 :S z S 1), b~use the distribution is symmetrical. 

p(z) 

0 1.3 z - 1 0 

(ii) (i) 

liHhii4i 
Areas under the standard 

normal curve 

From the table, we can write P(.:..1 S z :S 0) s P(0 S z :S 1): 0.3413. 

(iii) We can write P(-1 :S z :S 2) a P(-1 :S z :S 0) + P(0 :S z S 2) 

"' P(0 S z :S 1) + P(0 .S z s 2) = 0.3413 + 0.4772 

= 0.8185. 

z 
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- 1 0 

(iii) 
2 z 0 

(iv) 
1.54 

P.Miiil 
Areas under the standard 

normal curve 

(iv) We can write 

P(z ~ 1.54) = 0.5000 - P(0 ~ z ~ 1.54) "'0.5000 - 0.4382 = 0.0618. 

(v) P(izl > 2) : P(z > 2) + P(z < - 2) = 2P(z > 2) = 2[0.5000 - P(0 ~ z ~ 2)] 

= l - 2P(0 $ z ~ 2) = 1 - 2 x 0.4772 = 0.0456. 

-2 

lit·MiiD 

p(z) 

0 

(v) 

Areas under the standard 
normal curve 

2 z -2 0 

(vi) 
2 

(vi) P(lzl < 2) = P(- 2 ~ z ~ 0) + P(0 ~ z ~ 2) = 2P(0 $ z ~ 2) = 2 x 0.4772-= 0.9544. 

Exampk 2.19: Determine the value or vaJues of z in each of the following situations: 

(a) Area between O and z is 0.4495. 

(b) Area between - oo to z is 0.1401. 

(c) Area between - oo to z is 0.6103. 

(d) Area between - 1.65 and z is 0.0 I 73. 

(e) Area between - 0.5 and z is 0.5376. 

z 

z 
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Solution: 

(a) On locacing che value of z corresponding to an entry of area 0.4495 in the table of areas under the
normal curve, we have z = 1.64. We noce chat the s-ame siruation may correspond to a negative
value of z. Thus, z can be 1.64 or - I.64.

(b) Since che area between -'Xl to z < 0.5, z will be negative. Fu1cher, the area between z and O ..
0.5000 - 0.1401-: 0.3599. On locating the value of z correspo.ndfog to this entry in the table, we
get z = -1.08.

(c) Since che area between -'Xl ro z > 0.5000, z will be posicive. Further, che area between O to z =
0.6 I 03 - 0.5000 = 0.1103. On locating the value of z corresponding to chis entry in the table, we
get z "' 0.28.

(d) Since the area between -1,65 and z < che area between -1.65 and O (which, from table, is
0.4505), z is negative. Further z can be to the right or to the lofr of the value -1.65. Thus, when
z lies co the right of-l.65, its value, corresponds co an area (0.4505 - 0.0173) = 0.4332, is given
by z Q -l.5 (from table). Further, when z lies to the left of- 1.65, its value, corresponds to an area
(0.4505 + 0.0173) = 0.4678, is given by z = -1.85 (from cable).

(e) Since the area between -0.5 co z > area between -0.5 ro O ( which, from table, is 0.1915), z is
posicive. The value of z, locared corresponding to an area (0.5376 - 0.1915) = 0.3461, is given by
1.02.

2.11 JOINT PROBABILITY DISTRIBUTION· 

When two or more random variables X and Y are studied simultaneously on a sample space, we get a 
joint probability disrribution. Consider che experiment of throwing two unbiased dice. (J X denotes the 
number on the firsr and Y denotes rhe number on the second die, then X and Y are random variables 
having a joint probabili ty distribution. When the number of random variables is two, it is caJled. a bi
variate probability distribution and if the number of random variables become more than two, the 
distribution is termed as a multivariate probability dist-riburion. 

Let the random variable X take. values x l
, x

l
, ...... x,. and y cake vaJues Y

l
, Y

i
, ...... Yo. Further, let 

P be the J·oint probabilirv char X rakes the value X and Y takes the value Y, i.e., P[X "' X and Y "' Y)lJ ""/ j l t I 
= p

1 
(i "' l to m and j = l to n). This hi-variate probability distribucion can be written in a tabular form 

as follows: · 

Mar�nal 
Y1 Yz ... ... y� Proba ilities 

ofX -
X Pu Pu ... ... Pi,, 

� X
l 

l P21 P,:i ... ... P211 2 
. . . ... ... . . 

. . ... ... . 

x m Prn1 Pm2 ... ... Pr111, pm 

Marginal 
P.' P.' p' 1 ProbaviJitics 1 2 ... ... 

of Y 
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Marginal Probability Distribution 

In the above table, the probabilities given in each row are added and shown in the last column. 
Similarly, the sum of probabilities of each column are shown in the last row of the table. T hese probabilities 
are termed as marginal probabilities. The last column of the table gives the marginal probabilities for 
various values of random variable X. The set of all possible values of the random variable X along with 
their respective marginal probabilities is termed as the marginal probability distribution of X. Similarly, 
the marginal probabilities of the random variable Y are given in the last row of the above table. 

Rmzarlu: lf X and Y are independent random variables, by multiplication theorem of probability 
we have 

P(X = Y and Y = Y.} = P(X = X.).P(Y = Y.) 'i i ·and ,· 
I~ t 1 ( 

Using notations, we can write Pii = P;.P/ 

The above relation is similar to the relation between the relative frequencies of independent attributes. 

Conditional Probability Distribution 

Each column of the above table gives the probabilities for various values of the random variable X for a 
given value of Y, represented by it. For example, column 1 of the table cepresents that P(X1,Y1) -= pll' 
POC-i,Y1) • p11, . ..... P(Xro,Y) .. Pmt' where P<X;,Y,) = P;i denote the probability of the event that X = ~ 
(i = l to m) and Y = Y

1
• From the conditional probability theorem, we can write 

Joint probability of X1 and Y; Pii 
Marginal probability of Y; = PJ (for i = l, 2• ...... m). 

This gives us a conditionaJ probability distribution of X given that Y '"' Y1• Th is distribution can be 
written in a tabular form as shown below : 

X x, X2 ... ... X,,, Tot11I Probability 

Probability .fu fu P,,,1 l 
P.' P.' 

... ... 
P.' I I I 

The condit ional distribution of X given some other value of Y can be constructed in a similar way. 
Further, we can construct the conditional distributions of Y for various given values of X. 

Remarks: 

It can be shown th,at if the conditional distribution of a random variable is same as its marginal 
I -

distribution, the two random variables are independent. Thus, if for t~e conditional distribution of X 

given Y we have PP.;'= P, for 'i i, then X and Y are independent. It should be noted here that if one 
l I 

conditional distribution satisfies the condition of independence of the random variables, then all the 
conditional distributions would also satisfy this condition. 
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Example 2.20 

Let two unbiased dice be tossed. Let a random variable X take the value l if first die shows l or 2, value 
2 if fir.st die shows 3 or 4 -and value 3 if first die shows 5 or 6. Further, Ler Y be a random variabJe which 
denotes the number obtained on the second die. Construct a joint probability distribution of X and Y. 
AJso determine their marginal probability distributions and find E(X) and E(Y) respectively. Determine 
the conditional djstribution of X given Y = 5 and of Y given X = 2. Find the expected values of these 
conditional d istributions. Determine whether X and Y are independent? 

Solution 

For the given random experiment, the random variable X takes values 1, 2 and 3 and the random 
variable Y takes values 1, 2, 3, 4, 5 and 6. Their joint probability distribution is shown in the following 
cable: 

X,l, \Y ➔ 1 2 3 4 5 6 
Marginal 

Dist. of X 

I I 1 I ) 1 1 
1 - - - - - - -

18 18 18 18 18 18 3 

2 
l l l 1 1 1 1 

- - - - - - -
18 18 18 18 18 18 3 

3 
1 1 1 1 1 l 1 

- - - - - - -
18 18 18 18 18 18 3 

Marginal l 1 1 1 1 1 - - - - - - 1 
Dist. of Y 6 6 6 6 6 6 

From the above table, we can write the margin'<ll distribution of X as given below : 

-
X l 2 3 Total 

P, 
l 1 1 

1 - - -
3 3 3 

1 l 1 
Thus, the expected value of X is E(X) = 1. 3 + 2. 3 + 3. 3 = 2 

Similarly, che probability distribution of Y is 

y 1 2 3 4 5 6 

1 1 1 I 1 1 
P! - - - - - -

J 6 6 6 6 6 

1 l 1 l l 1 21 
and E(Y) = 1.-+ 2.-+ 3.-+ 4.-+ 5.- + 6. - = - = 3.5 

6 6 6 6 6 6 6 

The conditional distribution of X when Y = 5 is 

X l 2 

1 6 1 1 6 1 

6 

l 

Total 

1 

3 

6 l 
fi/Y=5 - x-=- -x-=- -x-=-

18 1 3 18 1 3 18 1 3 

Total 

I 
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1 
:. E(X/Y=5)= 3(1+2+3)=2 

The condirjonal distribution of Y when X = 2 is 

y 1 2 

P/IX=2 
1 l - -
6 .6 

1 
E(Y IX= 2)=-(1+2+3+4+5+6) = 3.5 

6 

3 

1 -
6 

4 5 6 Total 

I l 1 
- - - 1 
6 6 6 

Since the conditional distribution of X is same as its marginal distribution (or equivalently the 
conditional distribution of Y is same as its marginal distribution), X and Y are independent random 
variables. 

Example 2.21 

Two unbiased coins are tossed. Let X be a random variable which denotes the total number of heads 
obtained on a toss and Y be a random variable which takes a value 1 if head occurs on first coin and takes 
a value O if tail occurs on it. Construct the joint probability distribution of X and Y. Find the conditional 
distribution of X when Y -= 0. Are X and Y independent random variables? 

Solution 

There are 4 elements in the sample space of the random experiment. The possible values that X can take 
are 0, 1 and 2 and the possible values of Y arc O and 1. The joint probability distribution of X and Y can 
be written in a tabular form as follows: 

X ,I, \Y ➔ 0 1 Total 

0 
1 

0 
1 - -

4 . 4 -

1 
1 l 2. 
- - -
4 4 4 

2 0 
1 l - -
4 4 

Total 
2 2 

1 - -
4 4 

The conditional distribution of X when Y = 0, is given by 

X 0 ) 2 Total. 

P(XIY =0) 
1 1 

0 l - -
2 2 

AJso, the marginal distribution of X, is given by 

X 0 l 2 Total 

~ 
1 1 1 - - - 1 
4 2 4 
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Since the conditionaJ and the marginal distributions are different, X and Y are not independent 
random variables. 

Expectation of the Sum or Product of two Random Variables 

Theorem 1 

If X and Y are rwo random variables, then E(X + Y) = E(X) + E(Y). 

Proof 

Let the random vaiiable X takes values X
1
, ~ ••••••• X,,, and the random variable Y takes values Y

1
, Y

2
, 

...... Y such that P(X = X and Y = Y.) = p .. (i = 1 to m, j : 1 to n). 
n I I 11 

By definition of expectation, we can write 

E(X +Y)= ff(x; +~-)Pij =-ffxipij + ffY1Pij = fx;fp{J + IY1f Pij 
i=I /=I i=I }=J i=I J~t ,~t J<-1 i=I j=I 

"' n 

= L X;P; + LY/;' 
i=I j=I 

( n "' l 
lHere LPiJ = P; and ~pij = P/ ) 

}=I ,=I 

=E(X)+E(Y) 

The above result can be generalised. If there are k random variables X
1
, X

2
, •••••• Xk, then 

E(X1 + ~ + ...... + ~):. E(X) + ECXi) + ...... E<Xic). 

Remarks: The above result holds irrespective of whether X,, ~ •...... ~ are independent or not 

Theorem 2 

If X and Y are two independent random variables, then 

E(X.Y) = E(X).E(Y) 

Proof 

Let the random variable X takes values X,, ~ ...... ~ and the random variable Y takes values Y1, Y2, 

...... Y such that P(X = X and Y = Y.) = p .. (i = l to m, ). = l to n). 
n I J 11 

m n 

By definition E(XY)= LLX/1P;1 
,=I /=I 

Since X and Y are independent, we have P;1 = Pi .P/ 

= E(X).E(Y). 

The above result can be generalised. If there are k independent random variables X
1
, ~ ••••••• ~' 

then 
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Expectation of a Function of Random Variables 

Let f (X, Y) be a function of two random variablcs X and Y. Then we can write 

,,. n 

E[cl>(X,Y)]= LL<l>(X,,Y;)P;; 
t=l J~I 

Expression for Covariance 

"' n 

T hus, E[(x -µx )(Y -µy )] = LL( X; -µx )(Y,· - µy )Pii 
1~1 1~1 

The above expression, which is the mean of the product of deviations of values from their respective 

means, is known as the Covariance of X and Y denoted as Cov(X, Y) or s XY. Thus, we can write 

An alternative expression of Cov(X, Y) 

Cov{X,Y)=E[{X-E(X)}{Y-E(Y)}] 

=E[X.{Y - E(Y)} - E(X).{Y - E(Y)}] 

= E[ X.Y - X.E(Y)]= E(X.Y)- E(X).E(Y) 

Note that E[{Y - E(Y)}] = 0, the sum of deviations of values from their arithmetic mean. 

RnnArlts: 

1. If X and Y are independent random variables, the right hand side of the above equation will be 
zcco. Thus, covariance between independent variables is always equal to z.ero. 

2. COV(a + bX, c + dY) = bd COV(x. Y) 

3. COV(X, X) = VAR(X) 

Mean and Variance of a Linear Combination 

Let Z = cj,(X,Y)= aX + bY be a linear combination of the two random variables X and Y, then using 

the theorem of addition of expectation, we can write 

µz = E(Z ) = E(aX +bY) =aE(X) +bE(Y) =a 1¼ +b ~ 

Further, the variance of Z is given by 

O'~ = E(Z-E(Z)f ·= E[aX+ bY-aµx- tµYj1 = E[a(X- µx ) +b(Y -µy )J 



Probability Distributions ■ 77 

2 2 b2 1 ,_ = 11 a X + a y + 211CN XY 

Remarks: 

J. The above results indicate char any functio n of random va·riables is also a random variable. 

2. If X and Y are independent, then cr xr = 0, :. cr~ = a2cr~ + bi.a ~ 

3. If Z = aX - bY, then we can wrire cr~ = a2cr~ + b10; - lab::; xr. However, cr~! == a2cr~ + bzcr ~, if X 
a nd Y are indepc-ndent. 

4. The above re.suits can be generalised. lf X,, X;, .. .. . Xk a re k indepen·dent random variables with 

d · 2 2 2 ·1 h means µ" µ z, ...... µ, an vanances cr 1 , cr 2 , ...... cr • respecuve y, t en 

Notes: 

l. The general result on expecrarion of the sum or difference will hold even if the random variables 

are nor independenc. 

2. The above result can also be proved for connnuous random variables. 

Example 2.22 

A random variable X has the following probability distribution : 

X 

Probability 

- 2 - 1 0 

1 

6 
p 

1 

4 

( i) Find the value of p. 

p 

2 

1 

6 

(i i) Calculate E(X + 2) and E(2X2 + 3X + 5). 

Solution 

Since rhe rotal probability under a probability distribution is equal to unity, the value of p should be 

1 1 1 
such rhar 6+ p+ 4+ P +6= I. 

5 
Thjs condition gives p = 

24 

Further, 
1 5 1 5 1 

E(X)=- 2.--1.-+ 0.-+ 1.- + 2.-= 0 
6 24 4 24 6 ' 
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and 

2- 1 5 1 5 17 
E(X )=4.-+l.-+0.-+ 1.-+ 4.-= -

6 24 4 24 6 4' 

E(X + 2) = E(X)+ 2= O+ 2= 2 

E(2X'2 + 3X + 5) == 2E(X2 )+ 3E(X)+ 5= 2.?-+ 0+ 5= 8.5 
4 

Example 2.23 

A dealer of ceiling fans has estimated the following probability distribution of the price of a ceiling fan 
in the next summer season: 

Price (P) 

Probability (p) 

800 825 850 875 900 

0.15 0.25 0.30 0.20 0.10 

II the demand (x) of his ceiling fans follows a linear relation x = 6000 - 4P, find expected demand of 
fans and expected total revenue of the dealer. 

Solution 

Since P is a random variable, therefore, x = 6000 - 4P, is also a random variable. Further, Total Revenue 
TR = P.x = 6000P - 4P2 is also a random variable. 

From the given probability distribution, we have 

E(P) 800 x 0.15 + 825 x 0.25 + 850 x 0.30 + 875 x 0.20 + 900 x 0. 10 

= Rs 846.25 and 

E(P2) (800)1 X 0.15 + (825)2 X 0.25 + (850)2 X 0.30 + (875)2 X 0.20 

+ (900)2 x 0. IO = 717031.25 

Thus, E(X) 6000 - 4 E(P) = 6000 - 4 x 846.25 = 2615 fans. 

= 6000E(P) - 4E(P2) And E(TR) 

6QQQ X 846.25 - 4 X 7 17031.25 = Rs 22,09,375.00 

Example 2.24 

A person appUes for equity shares of Rs IO each to be issued at a premium of Rs 6 per share; Rs 8 per 
share being payable al~ng with the application and the balance at the time of allotment. The issujng 
company may issue 50 or 100 shares to those who apply fo r 200 shares, the probability of issuing 50 
shares bciog 0.4 and that of issuing l 00 shares is 0.6, In either case, the probability of an application 
being selected for allotment of any shares is 0.2 The allotment usually cakes three months and the 
market price per share is expected to be Rs 25 at the time of allotment. Find the expected rate of return 
of the person per month. 

Solution 

Let A be the event that the application of the person is considered for allotment, B
1 

be the event that he 
is allotted 50 shares and B

1 
be the event that he is allotted 100 shares. Further, let R1 denote the rate of 

return (per month) when 50 shares are allotted, ~ be the nne of return when l 00 shares are allotted 
and R = R

1 
+ Jl. be the combined rate of return. 

http:22,09,375.00
http:71703l.25
http:71703l.25
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We are given tbat P(A) = 0.2, P(B/A) = 0.4 and P(B/A) = 0.6. 

(a) When SO shares are allotted 

The return on investment in 3 months = (25 - 16)50 = 450 

: . Monthly rate of return = ~o = 150 

The probability that he is allotted SO shares = P(An 81) = P(A).P(B1 I A)= 0.2 x 0.4 = 0.08 

Thus, the random variable R1 takes a value I SO with probability 0.08 and it takes a value O with 
probability 1 - 0.08 = 0.92 

.'. E(RI) = 150 x 0.08 + 0 = 12.00 

(b) When JOO shares are allotted 

The return on investment in 3 months= (25 - 16).100 = 900 

Monthly rate of return = 9~0 = 300 

The probability rhar he is allotted 100 shares =P(AnB2)=P(A).P(Bi1A)=0.2x0.6=0.12 

Thus, the random variable ~ takes a value 300 with probability 0.12 and it takes a value O with 
probability 1 - 0. 12 = 0.88 

:. E(R)=300x 0.12+0=36 

Hence, E(R) = E(R1 + ~) = E(R
1
) + E(R2) = 12 + 36 = 48 

Exampl.e 2.25 

What is the marhematical expectation of the sum of points oo o unbia·sed dice? 

Solution 

Let X; denote the number obtained on the i th die. Therefore, the sum of points on n dice is S = X, + 

~ + ...... + X" and 

E(S) = E(X) + E~) + ...... + E(XJ 

f urther, the number on the ~ ch die, i.e., ~ follows the following distribution : 

X; 2 3 4 5 6 

p(X;) 
I I 1 I 1 I 
- - - - - -
6 6 6 6 6 6 

1 7 E(X,) = 6(1+ 2+ 3+ 4+ 5+ 6)= 2 (i = I, 2, .... n) 

7 7 
Thus E(S)=-+-+ 

' 2 2 
7 ( . ) 7n .... + - n times = -
2 2 

http:p(AnB2)=p(A).P(B2IA)=0.2xO.6=0.12
http:p(AnB,)=p(A).P(BJA)=0.2x0.4=0.08
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&ampk 2.26 

If X and Y are two independent random variables wirh means 50 and 120 and variances IO and 12 
respectively, find the mean and variance of Z "' 4X + 3Y. 

Solution 

E(Z) = E(4X + 3Y) "' 4E(X) + 3E(Y) = 4 x so + 3 x 120 = 560

Since X and Y are independent, we can write 

Var(Z) = Var(4X + 3Y) = 16Var(X) + 9Yar(Y) "" 16 x IO + 9 x 12 = 268 

Exampk 2.27

Ir cosrs Rs 600 to rest a machine. If a defective machine is installed, it costs Rs 12,000 to repair the 
damage resulting to rhe machine. Is it more profirable to install the machine without resting if it is 
known that 3% of all the machines produced are defective� Show by calculations. 

Solution 

Here X is a random variable which takes a value 12,000 with probability 0.03 and a value O with 
probability 0. 97. 

:. E(X) = 12000 x 0.03 + 0 x 0.97 = Rs 360.

Since E(X) is less than Rs 600, the cost of testing the machine, hence, it is more profit.able to install 
rhe machine without testing. 

Check Your Progress 2 

Fill in the blanks: 

l. . ....................... is used as a model to describe the probabilicy distribution of a random variable 
defined over a unit of rime, length or space. 

2. The number of occurrences in an interval is ..................... of the number of occurrences in 
another interval 

3. Normal disrriburion was first observed ru, rhe .. , ..................... by the statisticians of the 
eighteenth century. 

2.12 SUMMARY 

The concept of probabili ty originated from rhe analysis of the games of chance in the 17th cenrury. It 
is the backbone of Statistical Inference and Decision Theory that are essential tools of the analysis of 
most of rhe modern business and economic problems. 

A phenomenon or an experiment which can result into more than one possible outcome is called a 

random phenomenon or random experiment or statistical experiment. If n is the: number of equally 
likely, mutually exclusive and exhaustive outcomes of a random experiment out'of which m outcomes 
are favorable to the occurrence of an evc:nr A, then the probability that A occurs, denoted by P (A). 



2.13 KEYWORDS

Distribution 

(i) Binomial

(ii) Hyper -
geometric

(iii) Poisson

(iv) Exponential

(v) Normal

(vi) S.Normal

p.m.f. I p.d.f.

• C,p' q�-,

(* c, )(N-*c,_,) 

IV C, 
_,. ' 

e .m 
---

r! 
m.e_,., 

l(X-µ)' 
_l_e-2 -;;-
a,/i; 

I _!.:1 
--e t 

✓ii 

• lundom Variable

Range of R.V. 

0,1,2, .... n 

0,1,2, .... n 

0,1,2, .... a:i 

0<1<00 

-ao<X<oo

-a:i<z<oo

• 

• 

• 

Binomial Distribution 

Poisson distribution 

Expected value 

• Normal Distribution

• Functions

• Hypergeometric distribution

2.14 REVIEW QUESTIONS

Section A (2 or 3 Maiu Questions) 

I. What is probahili ry?

2. Write down the concept of addition theorem.

3. What are the parameters of a binomial distribution?
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Parameters 

nandp 

n.N and k

m 

µ and a 

0 and I 

4. State the conditions under which binomial probabiliry model is appropriate,

5. What is a 'Pois.son Process'?

6. Write some business and economic situations where Poisson probabili ry model is appropriate.

7. An unbi�ed coin is tossed 5 times. Find the probabiliry of getting (i) two heads, (ii) at least two
heads.

8. Assume that the probabili ry that a bomb dropped from an aeroplane will strike a target is 1/5. If

six bombs are dropped, find the probabili ry that (i) exaccly two will mike the target, (ii) at least
two will suike the target.

9. Write short notes on:

(a) Fitting of Binomial Distribucion

(b) Poisson Distribution

(c) Normal Discribucion
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l 0. In an army battalion 60% of the soldiers are known to be married and remaining unmarried. If 
p(r) denotes the probability of getting r marded soldiers from 5 soldiers, calculate p(0), p( l ), p(2), 
p(3), p(4) and p(5). If there are 500 rows each consisting of 5 soldiers, approximately how many 
rows are expected co contain 

(i) All married soldiers, (ii) all unmarried soldiers? 

1 l. A local politician claims that the assessed value of houses, for house tax purposes by the Municipal 
Corporation of Delhi, is not correcr in 90% of the cases. Assuming this claim to be true, what is 
the probability that out of a sample of 4 houses selected at random (i) ar least one will be found to 

be correctly assessed (ii) at least one will be found to be wrongly assessed? 

12. The administrator of a large airport is interested in the number of aircraft: departure delays that are 
attributable to inadequate control facilities. A random sample of 10 aircraft take off is to be 
rboroughly investig-,ned. If the true proportion of such delays in all departures is 0.40, what is the 
probability that 4 of the sample departores are delayed because of control inadequacies? Also find 
mean, variance and mode of the random variable. 

13. Fit a binomial distribution to the following data : 

14. 

x: 

f: 

0 

28 62 

2 

46 

3 

10 

4 

4 

Five coins were tossed 100 times and the outcomes are recorded as given below. 

Compute the eJCpected frequencies. 

No. of heads: 0 1 2 3 4 

Observed frequency : 2 JO 24 38 18 

5 

8 

15. A company manufaccures batteries and guarantees them for a life of 24 months. 

(i) If the average life has been fou_nd in tests to be 33 months with a standard deviation of 4 
months, how many batteries will have ro be replaced under guarantee if the life of the 
batteries follows a normal distribution? 

(ii) If annual sales are 10,000 batteries at a profit of Rs 50 each and each replacement costs the 
company Rs I 00, find the net profit. 

(iii) Would it be worth its while to exrend the guarantee to 27 months if the sales were- to be 
increased by this extra offer to 12,000 batteries? 

16. (a) From the past experience, a committee for admission to certain course consisting of 200 
seats, has estimated char 5% of those granted admission do not tum up. If 208 letters of 
incimation of admission are issued, what is the probability that seat is available for all those 
who rurn up? Use normal approximation to the binomial. 

(b) The number of customer arrivals at a bank is a Poisson process wirh average of 6 customers 
per 10 minutes. (a) What is the probability that the next customer will arrive within 3 
minutes? (b) What is the probability that the time until the next customer arrives will be 
from 2 ro 3 minutes? (c) What is the probability that the next customer will arrive after more 
than 4 minutes? 

17. The marks obtained in a certain examination follow normal distribution with mean 45 and standard 
deviation I 0. If 1,000 students appeared at the examination, calculate the number of students 
scoring (i) less than 40 marks, (ii) more than 60 marks and {iii) between 40 and 50 marks. 



Answers to Check Your Progress 

Check Your Progress 1 
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1. A r�ndom phenomeno,:i or random experiment or statistical experiment.

2. Event

3. Expected monetary value

Check Your Progress 2 

1 . Poisson distribution 

2. Independent

3. Normal law of errors

• Oakshott, L. (2021). Essential quantitative methods: For business, management, and finance (6th ed.).
Macmillan. ISBN: 9781137610890.

• Bell, M. L. (2020). Research methods and quantitative techniques (2nd ed.). Routledge. ISBN:
9781138473876.
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3.1 INTRODUCTION 

The most important task in carrying out a survey is to select the sample. Sample selection is undertaken 
for pracrical impossibility to survey the population. By applying rationality in selection of samples, we 
generalize the findings of our research. There are different types of sampling, which you would smdy in 
this lesson. 

A theoretical probability distribution is constructed on the basis of the specification of the conditions 
of a random experiment. In contrast to this, if the construction of rhe probability distribution is based 
upon the random experiment of obtaining a sample from a population, the resulting dimiburion is 
termed as a sampling distribution. 

As we know that the main aim of obtaining a sample from a population is to draw certain conclusions 
about it, The process of drawing such conclusions, known as 'Sratistkal Inference', is ba.<ied upon the 
rules or the framework provided by various sampling distributions. 

Meaning of Sampling Distribution 

A sampling distribution is the probability distribution, under repeated sampling of the population, of 
a given statistic (numerical quantity calculated from the data values in a sample). Involves items selected 
at random from a population and used to test hypotheses about the population sampling is an important 
rool for determining the characteristics of a popul.uion. We usually don't know the population's parameters 
(mean, standard deviation, etc.), but often want reliable estimates of them. Ensuring random 
(representative) sampling free of bias and .sampling errors is important. An imporranr rule to remember 
is: No randomization, no generali2,ation. 

Population and Samples 

A popu!acion is any enrire collection of people, animals, plants or things from which we may collect 
data. It is the entire group we are interested in, which we wish to describe or draw conclusions about. 
A large population may be impractical and costly to study; collecting data from every member of the 
population is not possible. A sample is more manageable and ea.<iier to study. A sample is a part of the 
population of interest, a sub-collection selected from a population. In order ro make any generalizations 
about a population, a sample, th.at is meant to be representative of the population, is often studied. For 
each population there are many possible samples. A sample statistic gives information about a 
corresponding population parameter. For example, the sample mean for a set of data would give information 
about the overall population mean. h is important that the population is carefully and completely 
defined before collecting the sample. 

Example 3. /; The population for a study of infant health might be all children born in the India in the 
I 980's. The sample might be all babies born on IO June in any of the years. 

Afrer collecting and organizing the data, a summary is m�de such as average values. Hopefully valid 
conclusions can be made on the whole population based on the sample data. Therefore it is important 
that the sample data collected be representative of the population. Otherwise conclusions may be 
invalid. Conclusions are only as reliable as the sampling process, and information can change from 
sample to sample. 
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Distinction between population and sample 

A population or a universe is the cotali cy of the unics under the field of investigation, These units are 
also called icems or objects or individuals or sampling units, which may be animates or inanimate. 
According to Simpson and Kafka, "A universe or a population may be defined as an aggregate of items 
possessing a common trait or traits." The term 'population', in contrast to its common meaning, has a 
wider meaning in sracistics. According to G. Kalton, "In statistical usage, the term population does not 
necessarily refer to people but is a technical term used tO describe the complete group of persons or 
objects for which the results are to apply. " For example, if we want to swdy che marks obtained by 
scudenu of B. Com. of a university, the population will be all che B. Com. Students of that university. 
Further, if we wish to determine average yield of wheat per acre in a particular year, the population will 
be all those acres of land which were under wheat crop in chat year. In the words of Norma Gilbert, "A 
population consists of all the individuals or objects in a well defined group about which information is 
needed to answer a question.·• 

Parameters and Statistics 

Parameters 

Parameter is a value, usually unknown (and which therefore has to be estimated), used to represent a 
certain population characteristic. For ex:ample, the population mean is a parameter that is often used to 
indicate the average value of a qu ... ncity. Within a population, a parameter is a fixed value which does not 
vary. Each sample drawn from the population has its own value of any statistic char is used to estimate 
this parameter. For example, the mean of the data in a sample is used to give information about the 
overall mean in the population from which that sample was drawn. Parameters are often assigned Greek 
leners (e.g. �. whereas statistics are assigned Roman letters (e.g. �-

Statistic 

A statistic is a quanticy thac i.s calculated from a sample of daca. k .is used to give information abo ut 
unknown values in the corresponding population. For example, the average of the data in a sample is 
used ro give information about che overall average in rhe population from which that sample was drawn. 

It is possible to draw more than one sample from the same population and the value of a statistic 
will in general vary from sample to sample. For example, the average value in a sample is a statistic. The 
average values in more than one sample. drawn from the same population, will not necessarily be equal. 
Statistics arc often assigned Roman letters (e.g. m and ;), whereas rhc equivalent unknown values in the 
population (parameters) are �signed Greek letters (e.g. µ and o). 

3.2 TYPES OF SAMPLING 

Sampling is divided inro cwo types: 

• Probability 1ampling: In probability sample, every unit in the population has equal chances for
being selected as a sample unit.

• Non-probability sampling: In non-probability sampling, uniu in the population have unequal or
zero chances for being selected as a sample unit.

•



Probability Sampling Techniques 

I. Random sampling 

2 . Systematic sampling 

3. Stratified random sampling 

4. Cluster sampling 

Random Sampling 
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Simple random sample is a process in which every item of the population has equal probability of being 
chosen. 

There are two methods used in random sampling -

l . Lorrery method 

2. Using random number table'. 

I. Lottery method: Take a population containing 4 departmental stores: A, B, C & D. Suppose we 
need to pick a sample of two stores from the population usi ng simple random procedure. We write 
down all possible sample of two. Six different combinarions each contain two Stores from the 
population. Combination is AB, AD, AC, BC BD, CD. We can now write down 6 sample 
combination_ o n six identical pieces of paper, fold the piece of paper so that they cannot be 
distinguished. Put them in a box. Mix it and pull one at random. This procedure is the lottery 
method of making random selection. 

2. Using random number table: A Random number table consists of a group of digits that are arranged 
in random order, i.e. any row, column, or diagonal in such a cable contains digits that are not in 
any systematic order. There are three tables for random numbers {a) Tipper's table (b) Fisher and 
Yace's cable (c) Kendall and Raington table. 

Table for random number is as follows: 

Table 3.1: Random Number 

40743 39672 

80833 18496 

10743 39431 

88103 23016 

53946 43761 

31230 41212 

24323 18054 

Example 3.2: Taking the earlier example of stores we first oumber the stores. 

I A 2B 3C 4D 

The stores A, B, C, D has been numbered as 1,2,3,4. 

In order to select 2 shops out of 4 randomly, we proceed as follows: 

Suppose we start wirh seco.nd row in the first column of the t{lble and decide co read diagonally. The 
starting digit is 8. There is no departmeotal stores with number 8 in the popuJatioo. There are o nly 4 
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stores. Move to tb.e next digit on the diagonal, which is 0. lgnore it since it does not correspond to any 
s tores in the population. T he next digit on the diagonal is l which corresponds to store A. Pick A and 
proceed until we get 2 ·samples. In chis case the 2 departmental srores are l and 4. Sample derived from 
chis consists of departmenral stores A and D. 

In random sampling there are cwo possibilities (l) Equal probability (2) Varying probability. 

(a) Equal Probability: This is :1lso called as random sampling with replacement. 

Example 3.3: Put 100 chi!s in a box numbered I to 100. Pick one No. at random. Now the 
population has 99 chits. Now, when a Second number is picked, there -are 99 chics. In order to 

provide equal probability, the sample selected is replaced in the population. 

(b) Varying- Probability: This is also called random sampli.ng without replacement. Once a number is 
picked, it is not included again. Therefore the probability of selecting a unit varies from the other. 
In our example it is I/100, l/99, 1/98, 1/97 if we select 4 samples out of 100. 

Systematic Random Sampling 

There are three steps: 

l. Sampling interva l K is determined 

No, of units in the population 
K ~---------'---=-----

No. of units desired in the sample 

2. One unit between the first and Kth unit in the population list is randomly chosen. 

3: Add Keh unit to the randomly chosen number. 

Example 3.4: Conside r 1000 households, from which we want to selecc 50 units. Calculate 

k = 1000/50 = 20 

To select the first unit, we randomly pick one number between l to 20 say 17. So our sample is 
starting with 17, 37, 57 .............. Please note chat only firsr item was randomly selected. The rest are 
systematically selected. This is a very popular method because; we need only one random number. 

Stratified Random Sampling 

A probability sampling procedure in which simple random sub-samples are drawn from within different 
strata that are more or less equal on some characteristics. Stratified sampling is of rwo types: 

l. Proportionate stratzfied sampling: T he number of sampling units drawn from each stratum is in 
proportion to the population size of that stratum. 

2. Disproportionate stratified sampling: The number of sampling units drawn from each stratum is 
based on the analytical consideration, but nor in proportion c.o the population size of that stratum. 

Sampling process is as follows: 

1. The population co be sampled is divided into groups (stratified) 

2. A simple random sample is chosen 

Reason for stratified tampling: Sometimes marketing professionals wam information about the component 
part of the popula.tioo. Assume there are 3 stores. Each store forms a strata and sampling from within 
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each strata is selected. The result might be used to plan different promotional activities for each store 
strata. 

Suppose a researcher wishes to srudy the retail sale of product such as rea in a universe of 1000 

grocery stores (Kirana shops included). The researcher will firsr divide this universe into say 3 strata 
based on store size. This bench mark for size could be only one of the following (a) Floor space (b) Sales 
volumes (c) Variety displayed ere. 

Table 3.2: Strata based on store size 

Stores size No. of stores Percentage of stores 

Large stores 2000 20 

Medium stores 3000 . 30 

Small stores 5000 50 

Total 10,000 100 

Suppose we need 12 srores, and then choose 4 from each strata. Choose 4 stores ar random. lf there 
was no srrarification, simple random samp ling from the populatio n would be expected to choose 2 large 
stores (20 percent of 12) about 4 medium stores (30 percent of 12) and about 6 small stores (50 
percent of 12). 

As can be seen, each store can be stud ied separately using srrarified sample. 

Stratified sampling can be carried our with 

I. Sam~ proportion across strata ca!Jed proportionate srrarifted sample 

2. Varying proporrion across strata caJled d isproportionate st rarified sample. 

Example 3.5: 

Table 3.3: Strata based on stores size 

Stores size No. of stores Sample 
(Population) Proportionate 

Large 2000 20 

Medium 3000 30 

Small 5000 50 

Total 10,000 100 

Estimation of universe mean with a stratified sample 

Example 3.6: 

Table 3.4: Strata based on stores size 

Stores size Sample Mean Sales per store Nu. of stores 

Large 200 2000 

Medium 80 3000 

Small 40 5000 

Total 10,000 

Sample 
Disproportionate 

25 

35 

40 

100 

Percent of stores 

20 

30 

50 

100 
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The popu1ation mean of monthly sales is calcu1ated by multiplying the sample mean by its relative 
weight. 

200 X 0.2 + 80.X 0.3 + 40 X 0:5 = 84 

Sample Proportionate:-If N is the size of the population. 

n is the size of the strain. 

i represents l , 2, 3, . ... . ......... k [number of strata in the population] 

Proportionate sampling 

P
- n1 _ n1 _ _ nk _ n 

N, Ni ····· ····· ······ Nk N 

n1 is the sample size ro be drawn from stratum 1 

n
1 

+ n
2 

+ .... . ....... nk = n [Toral sample size of the all strata] 

Illustration 3.1: A survey is planned to analyse the perception of people towards thejr own religious 
practices, Population consists of vacious religious, viz, Hiodu, Muslim, Christian, Sikh, Jain assume 
total population is 10000. Hindu, Muslim, Christian, Sikh and Jains consists of 6000, 2000, 1000, 
500 and 500 respectively. Determine che sample size of each srraturn by applying proportionate stratified 
sampling. If the sample size required is 200. 

Solution: Total population, N = 10000 

Popu1ation in the strata of Hindus N 1 = 6000 

Population in the strata of Muslims ~ = 2000 

Population jn the strata of Christians N
3 
= 1000 

Population in ~he strata of Sikhs N4 = 500 

Population in the strata of Jains N5 = 500 

Proportionate stratified sampling 

p - '1J. - 112 - 113 - 114 - 115 - n 
N1 N2 N3 N4 N5 N 

Let us determine the sample size of strata N, 

.!i__= ..!!_xN = lOO x6000 
N1 N 1 10000 

=20 x 6 

=120. 
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n 200 
n =-X N =--x2000 2 N 2 10000 

=40. 

n 200 
n =-x N "'"'--x l000 3 N 3 10000 

= 20 

n 200 
II =-X N =--xsoo 4 N 4 10000 

= 10 

n 200 
n5 = - x N 5 =--x500 = 10 

N 10000 

= 120+40+20+10+10 

= 200. 

Samp le Disproportion: Let cri is che variance of che stratum i, 

where i = 1, 2, 3 .......... k. 

Formula to compute the sample size of the stratum i is. 

is che variance of che stratum i , 

where size of stratum i 

r; = Sample size of stratum i 

r, = Ratio of che size of he stracum I with that of the population. 

N, : Population of stratum i 

N = Total population. 

Illustration 3.2: Govt. of India wants co study the performance of women self help groups (WSHG) in 
three region viz. North, South and west. Total WSHG's are 1500. Number of groups fo North, Souch 
and West are 600, 500 and 400 respectively. Govt. found more variation between WSHG's in North, 
South and West regions. The variance of performance of WSHG's in there regions are 64, 25 and 16 
respectively. If the disappropriace stratified sampling is to be sued with the sample size of 100, determine 
the number of sampling units fo r each regions. 

Solution: Toca! Population N = 1500 

Size of che stratum 1, N
1 

= 600 

Size of the srrarum 2, N 2 = 500 

Size of the stratum 3, N
3 

= 400 

Variance of stratum 1, 0 12 = 64 
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Variance of stratum 2, 0 22 = 25 

Variance of stratum 3, cr32 = 16 

Sample size n "' 100 

Table 3.5: Cluster Sampling 

Stratum Size of the ,, = N; 
stratum N, Number N a, r1a 1n 

1 600 0.4 8 3.2 

2 500 0.33 5 1.65 

3 400 0.26 4 1.04 

Total 

Cluster Sampling 

Following steps are followed. 

L Population is divided into clusters 

2. A simple random sample of few clusters selected 

3. All che units in the selected cluster is stud ied . 

r.-a -n 
r1a1n = ' 3 ' 

I,r,a, 
54 

28 

18 

100 

Step 1: Mentioned above of cluster sampling is similar ro the first step of stratified random sampling. 
But the 2 sampling methods are d ifferent. The key to cluster sampling is decided by how 
homogeneous or heterogeneous the clusters are. · 

Major advantage of simple cluster sampling is the case of sample selection. Suppose we have a 
population of 20,000 units from which we want to select 500 units. Choosing a sample of char size is 
a very time consuming process, if we use Random Numbers table. Suppose the entire population is 
divided inro 80 clusters of 250 units, we can choose two sample clusters (2 >< 250=500) easily by using 
cluster sampling. The most difficult job is co fo rm dusters. In marketing the researcher fo rms clusters so 
char he can deal each duster differently. 

Example 3.7: Assume there are 20 household in a locality 

Cross Houses 

1 x, Xl X3 x. 
2 XS x6 x1 xs 
3 x9 X IO x,1 x,i 
4 XH x,4 x,5 x,6 

We need co select 8 houses. We can choose 8 houses at random. Alrernarively, 2 clusters each containing 
4 houses can be chosen. In ch is method, every possible sample of eight houses would have a known 
prob-ability of being chosen - i.e. chance of one in two. We must remember char in the cluster each house 
has rhe same characteristics. With duster sampling, ir is impossible for certain random sample to be 
selecred. For example, in the cluster sampling process described above, the following combination of 

houses could nor occur: xi x2 x5 XG ~ X IO ~ 3 x.~- This is because the original universe of 16 houses 
have been redefined as a universe of 4 clusters. So only dusters can be chosen as sample. 



Check Your Progress 1 

Fill in the blanks:
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1. . ...................... is also called as random sampling with replacement. 

2. Stratified sampling is of two types, i.e. Proportionat� matifi�d sampling and .............. . 

3.3 SAMPLING DISTRIBUTION 

A sampling distribution is the probability distribution, under repeated sampling of the population, of 
a given statistic {numerical quantity calculated from the data values in a sample). Involves items selected 
at random from a population and used to test hypotheses about the population sampling is an important 
tool for determining the characteristics of a population. We usually don't know the population's parameters 
(mean, standard deviation, etc.), but often want reliable estimates of chem. Ensuring random 
(representative) sampling free of bias and sampling errors is important. An important rule to remember 
is: No randomization, no generalization. 

Sampling Distribution of Sample Mean 

We know that 
-
X = 

X 1 +X 2 + ... +X 
" • In the previous section we nave shown that if the sample is

random, then each of the X's are random variable with me-an µ and variance s1. Since X is a linear 
combination of these random variables, therefore, it is also a random variable with mean equal to 

E(X)=.!.[E(X1 )+E(X2 )+ . . . +E(X,. )] == .!.. •nµ=µand variance equal to
n n 

,J-) E(- )2 r:-[·X, + X
2 

+ ... + x. ]2 
Va,\ X :;:; X - µ = " --'--��-""'" - µ 

fl 

Case I. If the sample is drawn wich replacement, then X1 , X
2 

...... X,. are independent random variates 
and hence, C011(X;1 X) • 0. Thus, we have 
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- no2 o 2 

Var(X)=-2 =~. 
· n n 

Case JI. If the sample is drawn without replacement, then 

cr2 
Cov (x;, Xi )= --- , therefore, 

N-1 

( - ) I [ 2 ( ) 0
2 

] N - n o
2 

Var X =2 ncr -n n-1 - - = - ---
n N - 1 N -1 n 

N - n 
We note thar if N ➔ oo (i.e., population becomes large), -N ➔ l and therefore, in this case also, 

- 1 

cl 
Var(X)=- . 

n 

Remarks: 

1. The standard deviation of a statistic is termed as standard error. The standard error of X, to be 

wrinen in abbreviated form as S. E. ( X), is equal ro J; , when sampling is with replacement and 

it is eq ual to Fn x ✓~ ~~ , when sampling is without replacemenr. 

2. S. E. ( X) is inversely related to the sample size. 

3. ~ .he term J ~ ~ ~ is termed as finite population correction (fpc) , We note that fpc tends to 

' become closer and closer to unity as population size becomes larger and larger. 

4. As a general rule, fpc may be raken to be equal to unity when sample size is less than 5% of 

population size, i.e., n < 0.05N. 

Example 3.8: Construcr a sampling distribution of the sample mean for the following population when 
random samples of size 2 are taken from it (a) with replacement and (b) without replacement. Also find 
the mean and standard error of the disfribution in each case. 

Population Unit 
Observation 

2 3 4 

22 24 26 28 

Solution: The mean and standard deviation of population are 

µ = 22 + 24 + 26 + 28 = 25 and 
4 

o = 
(22)2 (24)2

· (26)
2 

(28)
2 

+ + + -(25)2 = Js =2.236 respectively. 
4 
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(a) When random samples of size 2 are drawn, we have 42 ; 16 samples, shown below: 

Sample No. Sample Values X 

1 22,22 22 

2 22,24 23 

3 22,26 24 

4 22,28 25 

5 24,22 23 

6 24,24 24 

7 24,26 25 

8 24,28 26 

9 26,22 24 

10 26,24 25 

11 26,26 26 

12 26,28 27 

13 28,22 25 

14 28,24 26 

15 28,26 27 

16 28,28 28 

Since all of the above samples are equally likely, therefore, the probability of each value of X is /
6

. 

Thus, we can write the sampling distribution of X as. given below: 

X 22 23 24 25 26 27 28 Total 

p(x) I 2 3 4 3 2 1 
- - -
16 16 16 16 16 16 16 

The mean of X, i.e., 

1 2 3 4 3 
µ - = E(X) = 22 x-+23x- +24 x - +2Sx-+ 26x-+ 

X 16 16 16 16 )6 
2 l 

27 X - + 28 X - = 25 
16 16 

Thus, ax== J G27.5-252 =✓25 which is equal to ~
vn 

(b) When random samples of size 2 a.re drawn without replacement, we have 4C:2 samples, shown 

/ below: 
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Sample No. Sample Values x 
I 22,24 23 

2 22,26 24 

3 22,28 25 

4 24,26 25 

5 24,28 26 

6 26,'28 27 

Since all the samples are equally likely, the probability of each value of X is ¼. Thus, we can write 

the sampling distribution of X as 

X 23 24 25 26 27 Total 
l 1 2- I I 

6 6 6 6 6 

Further, µx = E(X)= ¾[23+ 24+ 25x 2+ 26+ 27]= 25. 

To find S.£.(X ), we first find E(x2) gi.ven by 

E( X2
) = ¾[231 + 24 2 + 2 X 2si + 262 + 272

] = 
37

6
60 = 626.67. 

T hus, ox = ,J626.67 - 252 = ✓I .67 = 1.292. 

Alternatively, O x = ~ = ~ 4; 
2 

x % = ✓1.67 = 1.292. 

Standard Error 

The standard error of the estimate of regression is given by the positive square root of the variance of e; 
values. 

T he standard error of the estimate of regression of Yon X or simply the standard error of the 

estimate of Y is given as, Sr.x = cr r ~. 

Similarly, Sr.x =cry~ is the standard c.rror of the estimate X 

Remarks: According to the theory of estimation, an. unbiased estimate of the variance of e; values is given 
by 

2 L>J n Le;2 
n 2 ( 2) s =--=--x - -=--xcry 1- r 

-r.x n-2 n-2 n n- 2 

The standard errors of the estimate of Y and that of X are written as 
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I n ( 2) I n ( 2) . 
.sy.x =cry

V(n-l) 1-r and •x_y =cr x
V(n-l) 

1-r respectively. 

Note that difference between rhcse standard errors tend to be equal to the standard errors for large 
values of n. In practice, the value of n > 30 may be treated as large. 

Ex11.mpk 3.9: From the following data, compute (i) the coefficient of correlation between X and Y, (ii) 
the standard error of the estimate of Y: 

Where x = X - X and y = Y - Y

SolMtion: The coefficient of correlation between X and Y is given by 

LXJ 30

r = ---=Jr
=

x=='l --=JL
=

Y=l = ✓24 ../42 = 0.94

The standard error of the estimate of Y is given by (n < 30) 

•r.x =
(1-r1)Ll = __,_(1_-o_.9_42 

........ )_x 4_2 
=0.?9

n-2 8 

3.4 SAMPLING FROM NORMAL AND NON-NORMAL 

POPULATIONS 

It can be deduced that when a random sample xl, x! ...... x.is obtained from a normal population with
mean µ and standard deviation cr, then each of the X,'s are also distributed normally with mean µ and
standard deviation cr . 

By the use of additive ( or reproductive) pro perry of normal di&tri bu tion, it follows that the d imibution 

of X, a linear combination of X1 , X1 ••.••. X
0

, will also be normal. As. shown in the previous section, the

cr 
mean and standard error of the distribution would be µ and J;, respectively .

.Rntwrlu: Since normal population is often a large population, the ffir is always ca.ken equal to uniry.

The nature of the sampling distribution of X, when parent population is not normal, is provided 
by Central Limit Theorem. This theorem states that: 

If X,, X2 ...... X� is a random sample of siz.e n from a non-normal population of siu N with mean µ

and standard deviation er, then the sampling distribution of X will approach normal distribution with 

cr ( { N - n cr2 l
mean µ and standard error ..r;, l or \J N _ 1 x -;; ) as n becomes larger and larger.
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Remarks: As a general rule, when n ~ 30, che sampling distribution of X is taken co be normal for 
practical purposes. 

Application of the Sampling Distribution 

Decisions by various government and non-government agencies are made on the basis of sample resulcs: 
For example, a sales manager may take a sample of quantities purchased of its produce co predict sales. 
A government agency may take a sample of residents to assess the effect of a certain welfare program etc. 
T hus, in order to draw reliable conclusions, we must have a sound knowledge regarding the sample. An 
extremely common and quite useful knowledge about the sample is given by the sampling distribution 
of the relevant statistic. 

An important application of sampling distribution is to determine the probability of the stat istic 
lying in a given interval. 

Sampling Distribution of the Difference between Two Sample 
Means 

Let there be two populations of sizes N
1 

and N2, means µ1 and µ 2 and standard deviations cr1 and cr2 

respectively. Let Xi be. the mean of the random sample of size n
1 

obtained from the first population and 

X2 be the mean of the random sample of size nl obtained from the second population. Thus, we can 

regard Xi and X2 as two independent random variables with means µ 1 and µ2 and stand ard errors as 

a1 ( N 1 -,; cs~ a 2 ( N 2 - 71i a~) 
~ l or N, - 1 x-;;;--) and J;; l or N 2 - I x-;;; respectively. 

Further, their difference, X1 - X2 , w ill also be a random variable with mean 

=== E(X1 -x2)= E(X1 )- E(X.i)= µ 1- µ 2 and standard error 

cr2 0-2 

-
1 

+ _!. (when both the sample~ are drawn using srswr) or 
"1 "2 

1 N 2 N 1 - 111 cr 1 2 - "2 O' 2 , , • 
Ar _ 1 X - + N - l x - (when both the samples are drawn using mwor). 

1 v 1 7ii 2 712 

Remarks: 

1. When both the populations are normal, then X1 - X2 will be distributed normally with mean 

µ 1 -µ1 and standard error 
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2. Using Central Limit Theorem, the above result will also hold for a non-normal population when
both n

1 
and n

1 
> 30 and /j,c is approximately equal to uni cy, i.e., n; ,< 0.05 N, (for i '°' 1, 2).

Properties of the Sampling Distribution of Means 

If a population is normally distributed, then: 

l. The mean of the -sampling distribution of means equals the population mean.

2. The standard deviation of the sampling dis�ribution of means (or standard error of the mean) is
smaller than the population standard deviation.

3.5 CENTRAL LIMIT THEOREM

The central limit theorem states that che sampling distribution of any statistic will be normal or nearly 
normal, if the sample size is large enough. The central limit �heorem is a significant result which 
depends on sample size. It states that as che size of� sample of independent observations approaches 
infini cy, provided data come from a distrihution with finite -variance, that the sampling dimibution of 
the sample mean approaches a normal distribution. 

A very important and useful concept in statistics is the Central Limit Theorem. There are essentially 
three things we want to learn about any distribution: (I) The location of its center; (2) its width, (3) 
and how it is distributed. The central limit theorem helps us approximate all three. 

Central Limit Theorem: As sample size increases, the sampling distribution of sample means approaches 
that of a normal discribution wirh a mean the same as the population and a standard deviation equal ro 
the standard deviacion of che popuJarion divided by the square root of n (the sample size). 

The central limit theorem explains why many distributions tend to be close to the normal distribution. 
The key ingredient is that the random variable being observed should be the sum or mean of many 
independent identically distributed random variables. One version of the theorem is 

Central Limit Theorem l Let X
1, X

2
, ••••••••••••• be independent, idenrifically distributed random 

variables having mean µ and finite non-zero variance cr2 • 

Let S = X
1 
+ ... X . Then 

� . (s -nµ
) 

Iim P • r � x = Cl>(x)
II➔"' 

O'vn 

where <l>(x) is the probabilicy that a standard normal random variable is less than x. 

In this pallet, we look at rolling dice again. Lee X be che number of spors showing when one die is 

rolled. The mean value µ for rolling one die is 3.5, and me variance is cr 2 
= 35 / 12 . If S� is the number 

of spocs showing when n dice arc rolled, then if n is "large" the random variable 

s,.-nµ 

a.Jn 

should be approximately srandard normal, so s. itself should be approximately normal with mean 
3.5'"n and variance 35n/12. 
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The Cemral Limit Theorem describes the relation of a sample mean to the population mean. If the 
population mean doesn't exist, then the CLT doesn't apply and the ch.uacteristics of the sample mean, 

Xbar, are not predictable. Attention to detail is needed here: You can always compute the numerical 

mean of a finite number of observations from any density (if f!Very observation is finite), But the population 

mean is defined as an integral, whid1 diverges for the Cau�hy, so even though a sample mean is finite, 
the population mean is n'?t. The Cauchy ha5 another interesting property - the distribution of the 

samp le average is that same as the distribution of an individual observation, so the scatter never diminishes, 

regardless of sample size. 

3.6 DETERMINATION OF SAMPLE SIZE 

The data which is needed to consider in sample size determination 

• Variance or heterogeneity of population 

• The degree of acceptable error (confidence interval)

• Confidence level

Generally, we need to make judgments on all these variables.

How trJ d,m-,ni,u V41"Ut1'1ce or Hetm,gnuity of PopN'4tion in Sampk Size 

This can be determining through:

• Previous studi�s? lndusrry expectations ? Pilot srudy? 

• Sequential sampling

• Rule of thumb: the value of standard daiation is expected to be l/6 of the range.

Certain Formulas for determining sample siz.e

Means 

Proportions 

Percentiles 

n = (ZS/E) 2 

n = zipq/£2 

n = pc (100 - pc) 22/£2 

Z at 95% confidence = 1.96 

Z at 99% confidence -= 2.58 

The sample size of a statistical sample is the number of observations that constitute it. It is typically 

denoted n, a positive integer formula, tables, and power function charts are wdl known approaches to
determine sample. The sample size of a sci.ristical sample is the number of observations that constitute 
its size. 

Typically, all else being equal, a larger sample size leads to increased precision in estimates of various

properties of the population. This can be set:n in such statistical rules as the law of large numbers and
the centraJ limit theorem. Repeated measurements and replication of independent samples arc often 
required in measurement and aperimems to reach a desired precision. 

The sample size determination formulas come from the formulas for the maximum error of the

estimates. The formula is solved for n. Be sure to round the answer obtained up to the next whole 

number, not off ro the nearest whole number. If you round off, then you will exceed your maximum
error of the esrimate in some cases. 
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3.7 FINITE POPULATION MULTIPLIER 

The central limit theorem and the standard errors of the mean and of the proportion are ba:;ed on the 
premise tha r the sam pies selected are chosen with rcplacemen t. However, in virtually all survey research, 
sampling is conducted without replacement from populations that are of a finite size N. In these. cases, 
panicuJarly when the sample size 11 is not small in comparison with the population size N (i.e., more 
than 5% of the population is sampled) so that n/ N > 0.05, a finite popuJacion correction factor (fpc) or 
finite population multiplier is wed to define: both the standard error of the: mean and the scandard error 
of the proportion. The finite population correction factor is expressed as Fpc = ..J(N - n/N - 1) 

Where N = Population Size and n = Sample: Size 

Standard error of the mean for finite populations would be = o J .J n(FPC) and the standard error of 

the proportion for finite populations = .J(p (1 - p)/n ,. FPC. 

The effect of the FPC is that the er,or becomes zero when the. sample: size n is equal to the: population 
size N. 

3.8 SAMPLING DISTRIBUTION OF NUMBER OF 

SUCCESSES 

Let denote rhe proportion of successes in population, i.e., Number of s"'wsrr in population 
n=----==----_,_--'-__ _ 

Total n'4mber of units in population 

Let us- rake a random sample of n units from this population and let X denote the: number of 
successes in the sample. Thus, X is a random variable with mean and standard error 

If sampling � done with replacement, then X is a binomial variate with mean mt and standard 

error .J rnt ( 1- rt) . Using central limit theorem, we can say that the: distrib ution of the number of 

suc cesses will approach a normal variate with mc:a n mt and standard error .J nn{I - 7t) or 

/N-n 
� N _ 1 

x mt (1- 1t) for sufficiently latge sample. The sample sii.e. is said to be sufficiently large if both 

n1t and n(l - '1t) are greater than 5. 

Sampling Distribution of Proportion of Successes 

X 
Let p = - be: the proportion of successes in sample. Since X is a random variable, therefore., p is also a 

n 
random variable with mean 
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E(X) rm 
E (p) = --=. - = n and standard error 

n n 

or 
= JN -n x 1t(l -1t) 

N - 1 n 

As in the previous secrion, the sampling distribucion of p will also be normal if both mt and 

n(l - 1t) are greater than 5. 

Example 3.10 

T here are 500 mangoes in a basket out of which 80 are defective. If obtaining a defective mango is 
termed as a success, decermine the mean and standard error of the proportion of successes in a random 
sample of 10 mangoes, drawn (a) wirh replacement and (b) without replacement. 

Solution 

80 4 4 
Ir is given rhar 7t = 

500 
= 

25 
. Therefore, E(p) =rt= 

25 
and 

~-- 4 21 
(a) S.E.(p) =Jnrt(l-n)= 10 ><-x-=1.159 

25 25 

(b) S.E.(p) 
500-80 4 21 
---x I0x - x- = l.063 

499 25 25 

Example 3 .11 

20% under graduates of a large university are found to be smokers. A sample of I 00 students is selected 
at random. Construct the sampling distribution of the number of smokers. Also find the probability 
char the number of smokers in the sample is greater than 25. 

Solution 

20 I 
It is given that 7t = 

100 
= 5. Since sample size, n .. 100, is large, the number of successes X will be 

discributed normally with mean I 00 x .!_ = 20 and standard error 
5 

( 
25-20) 

Further, P(X>25)=P z > 
4 

=P(z>l.25)= 0.1056. 

I 4 
I0Ox -x- = 4 

5 5 
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Sampling Distribution of the Difference of Two Proportions 

Let p
1 

be proportion of successes in a random sample of size n
1 

from a population with proportion of 
successes= 1t

1 
and p

2 
be the proportion of successes in a random sample of size n

2 
from second population 

with proportion of successes = 1t
1

• Assuming that the sample siz.es arc large, we can write 

Thus, their difference ( 1'1 - 1'1) will be distributed normally with mean "" 7t 1 - 7t2 
and standard 

Note: The above result will hold when we ignore fj,c and the sample size, n 1 and n2, is greater than 

S divided by the minimum of 1t"{l-1t
1
),1t

2
and (1-1t

i
}. 

Check Your Progress 2 

Fill in the blanks: 

l. The finite population correction faccor is expressed as ........................ . 

2. A ................ is the probabili cy distribution, under repeated sampling of the population, of a 
given statistic 

3. The ..................... and the standard errors of the mean and of the proportion are based on the 
premise chat the samples selected are chosen with replacement. 

3.9 SUMMARY 

Sample is a representative of population. There are 2 cypes of sample (a) Probabilicy sampling (b) Non 
probabili cy sample. Probability sampling includes random sampling, stratified random sampling 
systematic sampling, cluster sampling, Multistage sampling. Raodom sampling can be chosen by Lottery 
method or using random number table. Samples c.an be chosen either with equal probabilicy or varying 
probabilicy. Random sampling can be systematic or stratified. In systematic random sampling, only the 

first number is randomly selected. Then by adding a constant "K' remaining numbers are generated. In 
stratified sampling, random samples are drawn from several strata, which have more or le.ss same 
characteristics. In multistage sampling, sampling is d,rawn in severaJ stages. 

The formula for the sampling distribution depends on the distribution of the population, the smristic 
being considered, and the sample size used. A more precise formulation would speak of the distribution 
of the statistic .as that for all possible samples of a given si:r.c, not just "under repeated sampling". This 
brief tour of probabili cy, distributions, and the roor.s of statistical inferences barely scratches the surface. 
Many of these ideas will be amplified in future anicles of this series. 
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Statistic Mean Standard Error Range of statistics 
-

�. --oo < .x < c:o X µ 
..r,, 

p 1t 

✓1t(l:1t) *
0 <p <1 

··l .,, 2n 0 < x.2 < c;() 

t 0 _v_ •• 
--00 < t < c;() 

v-2

F ---2-•• ( Vi 1 
12(v

1
+V2 -2),.. 

O<F<c:o 
v

2 
-2 l Vi - 2) \ v,(vz-4)

• multiply thi., value by fj,c.

" ., = ., - I, ", = 11, - I and ", = 111 - I.

3.10 KEYWORDS 

• Sampling • Population

• Parameter • Statistic

• A Sampling Distribution • The Central Limit Theorem

• Random sampling

• Quota sampling

3.11 REVIEW QUESTIONS 

1. Define population and sampling.

• Stratified random sampling

• Sequential sampling

2. Whac are the different types of sample designs?

3. What arc the types of probabili ty sampling techniques?

4. Explain the concept of sampling distribution of a statistics.

5. Write down the two methods used in random sampling.

6. Distinguish between:

(a) Parameter and Statistic.

(b) Sampling distribution and Probability distribution.

(c) Standard deviation and Standard error.

7. 'A sample is a part of target population, which is carefully selected to represent the population".
Explain

8. Explain the following:

(a) 

(b) 

Types of stratified sampling 
,, 

Reasons for stratified sampling 
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9. "A good sample must be based on random selection". Discuss. 

10. Write short notes on; 

(a) Stratified sampling 

(b) Systematic sampling 

(c) C luster sampling 

1 1 . (a) Suppose that the number of hours spent watching television per week by middle-aged women 
are normally distributed with a standard deviation = 5 hours. 

How large a sample is needed so that we can say with 99% confidence that the sample mean 
is off by less than one hour from population mean? 

(b) What does the standard error of.a statistics measure? ff for a random sample of size 100 the 
variance of X values is 529, estimate the standard error of X 

12. (a) Explain why a random sample of size 50 is to be preferred to a random sample of size 35 to 
est imate the mean of a population? 

(b) A population consists of the numbers 1, 3, 5, 7 and 9. 

(i) Enumerate all possible samples of size two which can- be drawn from the population 
without replacement. 

(ii) Show that the mean of the sampling distribution of sample mean is equal to population 
mean. 

(iii) Compute the variance of the sampling djstribution of sample mean and show that it is 
less than the population variance. 

13. A manufacturer produces pins with average length of 10 ems with a standard deviation of 3.5 ems. 
If only those pins having length between 9.5 and 10.5 ems can be used, how many out of a sample 
of l 00 pins must be thrown a~ay? 

14. The life of cyres manufactured by a company A is distributed normally with mean 32,000 kms 
and standard deviation 8,000 kms and of that manufaatured by company B is distributed normally 
with mean 30,000 kms and standard deviation 5,000 k.ms. If 100 tyres of company A and 81 
tyres of company B are selected at random, determine the sampling distribution of the difference 
between mean lives of tyres. 

15. 10% of machines produced by company A are defective and 5% of those produced by company B 
are defective. A random sample of 250 machines is taken from company A's output and a random 
sample of 300 machines is taken from company B's output. What is the probability that the 
difference in sample proportions of defective machines is greater than or equal to 0.02. 

Answers to Check Your Progress 

Check Your Progress 1 
l. Equal Probability 

2. D isproportionate stratified sampling 
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Check Your Progress 2 

1. F pc = ✓ (N - nl N - l)

2. Sampling distribution

3. Cenrral limit theorem
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4.1 INTRODUCTION

It is a procedure by which sample information is used to estimate the numerical magnitude of one or 
more parameters of the population. A function of sample values is caUed an estimator (or statistic) while 
its numerical value is caJled an estimate. For eumple is an estimator of population mean m. On the 
orhet hand if for a sample, the estimate of popufatfon mean is said to be 50. 

Theory of Estimation 

Let X be a random variable with probability density function (or probability mass function) /(X; q
! ' q

2, 

.... q• ), where q
1
, q

z
, .... q. are k parameters of the population. 

Given a random sample X
1
, .x;, ...... X,, from this population, we may be interested in estimating 

one or more of the k parameters q 1 , q
2 , 

...... q
,,
. In order to be specific, let X be a normaJ va riate so that 

• 

its probability density function can be written as N(X: m, s). We may be interested in estimating m or 
s or both on the basis of random sample obtained from this population. 

le should be noted here that there can be several estimators of a parameter, e.g., we can have a:ny of 
the sample mean, median, mode, geometric mean, harmonic mean, etc., as an estimator of population 
mean m. Similarly, we can use either or as an estimator of population standard deviation s. This method 
of estimation, wber.c single statistic like Mean, Median, Standard deviation, etc., is wed a.s an estimator 
of population parameter, is known as Point Estimation. Contrary to chis it is possible to estimate an 
interval in which the value of parameter is expected to lie. Such a procedure is known as Interval 
Estimation. The estimated int ervaJ is often termed as Confidence lntervaJ. 

4.2 ESTIMATOR OR POINT ESTIMATION

As we know the meaning of estimator, the words "estimator" and "estimate" are sometimes used 
interchangeably. We can say an estimator or point estimate is a statistic that is used to infer the vaJue of 
an unknown parameter in a statistical model. Being a function of the data, the estimator is itself a 
random variable; a particular realization of this random variable is caHed the estimate. 

Point Estimation (Properties of Good Estimators) 

k mentioned above, there can be more than one estimators of a population parameter. Therefore, it 
becomes necessary co determine a good estimator out of a number of available estimators. We may recall 
that an estimator, a function of random variables X

1 
X2 , •••••• X�, is a random variable. Therefore, we can 

say that a good estimator is one whose distribution is more concentrated around the popu.ladon paramerer.
R. A. Fisher has given the following properties of a good estimators. These are:

(i) Unbiasedness (ii) Consistency (iii) Efficiency (iv) Sufficiency.

Unbiasedness 

An estimator t (X
1
, X

2
, ...... XJ is said to be an unbiased estimator of a parameter O if E(t) =- 0. 

If .E(t) � 0, then tis said to be a biased estimator of 0. The magnitude of bias "' E(t) - 0. We have 

seen in § 20.2 that E ( x) = µ , therefore, X is said to be an unbiased estimator of population mean µ.
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Further, refer to § 20.4.1, we note that E(s2
) = n-l. a 2, where 5 2 = l I( x, - xy. Therefore, S1 is 

· n n 

a biased estimator of d. The magnitude of bias = ( n ~ 1 
- 1) a1 = --;a1

• 

Contrary to chis, if we define s2 =-
1-I(x/ - x)2, we have seen in § 20.4.1 that E(s1) = d. 

n-1 
Thus, s2 is an unbiased estimator of d. Also from § 20.3. l we note that E(,p) = 'Ir, therefore, p is an 
unbiased estimator of 1T. 

Consfstency 

It is desirable to have an estimator, with a probability disrribution, that comes closer and closer to the 
population parameter .as the sample size is increased. An estimator possessing this property is called a 

consistent estimator. An estimator tJX., X2, .. _. .. X) is said to be consistent if its probability distribution 
converges to 0 as n ➔ oo. 

SymbolicaJly, we can write P(t. ➔ fl) = 1 as n ➔ oO. Alternatively, t. is said to be a consistent 
estimator of 0 if E(t) ➔ 0 and Var(t) ➔ 0, as n ➔ oo. 

We may note that X is a_ consistent estimator of population meanµ because E(l)= µ and 

a 2 
Var(X)=-➔ 0 as n ➔ ao. 

n 

Note: An unbiased estimator is necessarily a consistent ' estimator. 

Efficiency 

Let t1 and t1 be two estimato{s of a population parameter ·0 such chat both are either unbiased or 
consistent. To select a good estimator, from t1 and t1, we consider another property that i~ based upon its 
variance. 

If t
1 

and t
2 

are two estimators of a parameter 0 such char both of them are either unbiased or 
consistent, then t1 is said to be more efficient than t2 if Var(t.) < Var(t/ The efficiency of an estimator is 
measured by its variance. 

For a normal population, we know that both the sample mean and median are unbiased estimator 

a2 7t a2 . . . 
of population mean. However, their respective variances are and - · - , where d 1s population 

n 2 n 

crz 7t a1 
vanance. Since - < - • - therefore, sample rnean is said co be efficient esrimacor of population 

n 2 n ' 

mean. 

Remarks: The precision of an estimator = 1/ S. £. of estimator. 

An estimator having minimum variance among aU the est imators of a population parameter is 
termed as Mose Efficient Estimator or Best Estimator- If an estimator is unbiased and best, then it is 
termed as Best Unbiased Estimator. Further, if the best unbiased estimator is a linear function of the 
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sample observations, it is termed as Best Linear Unbiased Estimator (BLUE). 1t may be pointed out 
here that sample mean is best linear unbiased estimator of population mean. 

Cramer Rao lntquality: 

This inequality gives the minimum poss.ible value of- the variance of an unbiased estimator. If t is an 
unbiased estimator of parameter 0 of a continuous population wjch probability density function 
f (X, 0) , then 

Sufficiency 

An estimator tis said to be a sufficient estimator of parameter 0 if it utilises all the information given in 

the sample about 0. For example, rhe sample mean X is a sufficient estimator ofµ because no other 

estimator ofµ can add any further information about µ. 

Lee X1, ~ ....... X,, be a random sample of n independent observations from a population with p.d.f. 
(or p.m.f.) given by f (X; 01' 0

2
), where 0

1 
and 02 are two parameters. The joint probability distribution 

of X
1
, )(,_, ...... X., denoted by L(X; 0

1
, 82) is given by : 

L(X; 01, 0) = f(~; 0,, 0) X f(X2; 01 , 02) )( .. , ... )( f(X.; 0\, 0) 

An estimator t is said to be sufficient for 0
1 

if the conditional p.d.f. (or p.m.f.) of X
1
, X2, ••• ••• X. 

given tis independent of 0
1
, i.e., 

f(X\;el'e2)x J(X2;0p0,.)x ., .. X J(X.;0p0i) _ ( ) 
( ) 

-h X"X2 , .... X. , where g(t, 0) is p.d.f. 
g t ,0, -

(or p.m.f.) oft and h is a function of sample values that is independent of B
1

• We may note c,hat each of 

the functions i,,t, 0,) and h(X
1

, X
2

, •••••• X) may or may not be functi.on of 01' 

Alternatively, we can write the sufficiency condition as 

f(X
1
; 0

1
, 0

2
) xf(~; 0

1
, 0.) x ...... x f(X0; 0

1
, 0

2
) = g{t, 0,) x h(X

1
, ~ •• ••• • • X.), which implies that 

if the joint p.d.f. (or p.m.f.) of X
1
, X

2
, •••••• X. can be written as a function oft and 0

1 
multiplied by a 

function independent of 01, then tis sufficient estimator of 01• 

Sufficient estimators are the most desirable but are not very commonly available. The following 
points must be noted about sufficienc estimators: 

1. A sufficient estimator is always consistent. 

2. A sufficienr estimator is most efficient if an efficient estimator •exists. 

3. A sufficienr estimator may or may not be unbiased. 

E.xample 4.1: If X
1
, X

1
, ...... X>s a sample of n independent observations from a normal population 

with mean µand variance d, show that X is a sufficient estimator ofµ but 52 =I. I(x; -xY is not 
n 

sufficienr estimator of a2. 



Solution: The probabiliry densiry function of a normal variate is given by 

I --'-(X-µ)1 

f(X;µ ,cr) =- -e lo' 
cr& 

Thus, the joint probability densiry function of X
1
, X

2
, •• •••• X. is given by 

We can write X; - µ = (x,, -X)+(X - µ) . 

Squaring both sides and raking sum over n observations, we get 
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I(x; - µ)2 = I(x, -x)2 + I:(x - µ)2 +2 I:(x; ~x)(x - µ) 

= I:(x, -xY +n(X - µ)2 +2(x -µ) I(X; -X) 

= I:(x, -xr +n(x - µ)2 (last term is zero) 

i ( - )2 =nS +n X - µ 

l '° ( )2 n 2 n ( - )2 Therefore, we can write -
2 02 

Li X , - µ =- a; 2 S - 'kJ 2 X - µ . 

( ) 

• • , _!!._fr; )' w ( - )' 1 -- 1 s -~.:n" -µ --, x-r• = -- e 2o 20 = e 20-

cr lii 

Since h is independent ofµ, therefore X is a sufficient estimator ofµ. However, S- is not sufficient 

estimator of r because g is not independent of er. 

Further, if we define S2 = ~ L( X; - µ )2, then 
n 

, ( 1 )" - " s
1 

f(x;;µ,cr)xf(X2;µ,cr) x .... xf(X.;µ,cr)= ~ e 20
' 

· crv2n 

Thus, the newly defined S1 becomes a sufficient estimator of d. We note char h(X,, X2, ...... X) 
.. 1 in this case. 
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The above result suggests that ifµ is known, then we should use 52 = _!_ L ( X, - µ )1 rather than 
7l 

2 1 "( - )2 S = - L.J X; - X because former is better esrimator of d. 
1'l 

Methods of Point Estimation 

Given various criteria of a good estimator, the next logical step is to obtain an estimator possessing some 
or all of the above properties. 

There are several methods of obtaining a point estimator of the population parameter. For example, 
we can use the method of maximum likelihood, method of least squares, method of minimum variance, 

method of minimum 'X.
2

, method of moments, etc. We shall, however, use the most popular method of 

maximum likelihood. 

Method of Maximum Likelihood 

Let X,, Xz, ...... X. be a random sample of n independent observations from a population with probability 
density function (or p.m.f.) / (X; 0), where {) is unknown parameter for which we desire to find an 
estimator. 

Since xi, xl . ...... xn are independent random variables, their joint probability function o r the 
probability of obtaining the given sample, termed as likdihood function, is given by 

n 

L =/(XI ; 0) .f(Xz ; 0) . ...... . f(X.; 0) = Il f(X,;e). 
fel 

We have to find that value of 0 for which L is maximum. The conditions for maxima of L are: 

dl d'lL 
- = 0 and --

1 
< 0. The value of 0 satisfying chese conditions is known as Maximum Likelihood 

de de 
Estim:·tor (MLE). 

Generalising the above, if L is a fu nction of k parameters 0
1
, 0~, ...... e,,, the first order conditions for 

aL aL 
maxima of Lare:-=-= 

ae1 ae, 
This gives k simu(t~neous equations in k unknowns 8

1
, 0

2
, . .. . . . 0!, and can be solved to get k 

maximum likelihood esrimarors. 

Sometimes it is' convenient to work using logarithm of L. Since log l is a monotonic transformation 
of L, the maxima of L and maxima of log L occur at the same value. 

Properties_ of Maximum Likelihood Estimators 

1. The maximum likelihood estimators are consistent. 

2. The maximum likelihood estimarors are not necessarily unbiased . lf a maximum likelihood estimaror 
is biased> then by slight modifications it can be converted into an unbiased estimator:. 

3 . If a maximum likelihood estimator is unbiased, then it will also be most efficient. 
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4. A maximum likelihood estimator is sufficient provided sufficient estimator exists.

5. The maximum likelihood estimators are invariam under functional transformation, i.e., if t is a
maximum likelihood estimator of 0, then f (t) would. be maximum likelihood estimator off (8).

4.3 INTERVAL ESTIMATION 

Using point estimation, it is possible to provide a single quami ry as an estimator of a parameter. Any 
point estimator, even if it satisfies all the characteristics of a good estimator, has a limitation that it 
provides no information about the magnitude of errors due to sampling. This problem is taken care of 
by the method of interval estimation, that gives a range of the estimator of the parameter. 

The method of interval estimation is based upon the sampling distribution of an estimator. The 
scandard error of the esrimaror is used in the construction of an interval so rhar the probabili ty of the 
parameter lying within the interval can be specified. 

Gi ven a random sample of n obsei:.'adons xi, xi, ······ x., we c.an find two values /I and /, such that 
the probabili ry of population parameter 0 lying between 1

1 
and /

2 
is (say) IJ. Using symbols, we can 

write P(/
1 

� B $: l) = I}, 

Such an interval is termed a.s a Confidence Interval for Band the two limits /
1 

and /
2 

are termed as 

Confidential or Fiducial Limits. The percenr.age probabili ry or confidence is rermed as the Lel.Jel o/Confidence 

or Confidenct Coefficient of the interval. For example, the level of confidence of the above interval is 
I 00 ,fr'o, The level of confidence implies that if a large number of random samples are taken from a 
population and confidence intervals are constructed for each, then iOO ,fr'o of these intervals are expected 
to contain the population parameter B. Alternatively, a 100 rf¥o confidence interval implies that we are 
100 rflo confident that the population parameter 0 lies between 11 and i,. 

As compared to po int estimation, the interval estimation is better because it rakes into account the 
variability of the estimator in addition to irs single value and thus, provides a range of values. Unlike 
point estimation, interval estimation indicates that estimation is an uncertain process. 

The methods of construction of confidence intervals in variow situations are explained through the 
following examples. 

Confidence Interval for Population Me1111 

&dmpl.e 4.2: Construct 95% and 99% confidence intervals for mean of a normal population. 

Solldion: Let X
1
, X,, ...... X,, be a random sample of size n from a normal population with mean µ and 

s cand ard deviation a: 

We know that sampling distribution of X is normal with meanµ and sr.andard error fn . Therefore,

X-µ 
z = � will be a standard normal variate. 

crlvn 

From rhe tables of areas under standard normal curve, we can write 

X-µ 
P[- 1.96 � z S l.96] = 0.95 or P[- 1.96 S. 

/ 1 � 1.96] = 0.95
cr v n 

.... {1) 
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.i-µ 
T he inequality - l.96 5 --p can be written as 

crlvn 

cr - - cr 
- 1.96 ,sX-µ orµ ~X+l.96 , -

~n ~n 

X-µ 
Similarly, from the inequality ~ 5 1.96, we can write 

· crlvn 

- cr 
µ ~X - 1.96 , 
- vn 

Combining (2) and (3), we get 

- cr - cr 
X -1.96 ✓n 5 µ sX + I.96 ✓n 

T hus, we can write equation (1) as 

( 
- Cf - Cf ] 

P X - 1.96 ✓n s µ 5 X + 1.96 ..r,;) = 0.95 

.... (2) 

.... (3) 

. - cr 
This gives us a 95% confidence interval for the parameterµ. T he lower limit ofµ is X - 1.96 ✓n 

and the up per limit is X + 1.96 Fn . T he probabili ty ofµ lying between these limi ts is 0.95 and 

therefore, this interval is also termed as 95% confidence interval for µ. 

In a similar way, we can construct a 99% confidence interval forµ as 

(
- cr - o) P X - 2.58 ✓n 5 µ S: X + 2.58 ✓n = 0.99 

Thus, the 99% confidence limits fo r µ are X ± 2.58 J;. 
Remarks: When a is un_known and n < 30, we use t value instead of 1.96 or 2.58 and use S in place of 
a. 

Confidence Interval 

In general, a confidence interval is given by: 

[Sample statistic ± Table value like Zan "' SE], where SE is rhe standard deviation of the sampling 
distribut ion of the statistic. 
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The methods of construction of confidence intervals in various situations ar·e explained through the 
following examples. 

Confidence Interval for Population Mean 

Examj,k 4.3: Construct 95% and 99% confidence intervals for mean of a normal population. 

Solution: Let X1, X2, •••••• x. be a random sample of size n from a normal population with mean µ and 
standard deviation a. 

We know that sampling distribution of X is normal with meanµ and standard error J; . Therefore, 

X-µ . . 
z = ~ will be a standard normal variate. 

a lvn 

From the t.lbles of areas under standard normal curve, we can write 

.X-µ 
P[- 1.96 $ z 5. 1.96] "' 0.95 or Pt:- 1.96 5. --y $ 1.96] = 0.95 

a I vn 

x-µ 
The inequality - 1.96 ~ --y can be written as 

a lvn 

(j - - (j 
-1.96 1 5.X - µ orµ 5.X+l.96, 

~n - vn 

Similarly, from the inequality X -~ ~ I.96, we can write 
alvn 

- (j 
µ 2'. X - 1.96 , 

'./tl 

Combining (2) -and (3), we get 

- (j - (j X - 1.96 , s µ s X +l.96 , 
vn vn 

Thus, we can write equation (l) as 

( 
- (J - (j) P X -1.96 ✓n 5. µ ~ X + 1.96 ✓n = 0.95 

.... (1) 

.... (2) 

.... (3) 

- (j 
This gives us a 95% confidence interval for the parameterµ. The lower limit ofµ is X - 1.96 ✓n 

and the upper limit is X + 1.96 Fn . The probability ofµ lying between these limits is 0.95 and 

therefore, chjs interval is also termed as 95% confidence interval for µ. 
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In a similar way, we can construct a 99% confide.nee interval for µ as 

( 
- cr - cr1 

P X -2.58 ✓n s µ s X + 2.58 .j;) = 0.99 

Thus, the 99% confidence limits for µ are X. ± 2.58 Fn . 
Remarks: When s is unknown and n < 30, we us.e rvalue instead of 1.96 or 2.58 and use Sin place of o: 

Confidence Interval for Population Proportion 

Example 4.4: Obtain the 95% confidence limits for the proportion of successes in a binomial population. 

Solution: Ler the parameter tr denote the proportion of suq:esses jn population. Further, p denotes the 
proportion of successes in n (~ SO) trials. We know that the sampling distribution_ of p will be 

~ approximately normal with mean tr and standard error V~ . 

Since 1t is not known, therefore, its estimator p is used in the estimation of standard error of p, i.e., 

S.E.(p )= J p(l: p) 

Thus, the 95% confidence interval for p is given by 

This gives the 95% fiducial Jimits as p±l.96Jp(l:p). 

Example 4.5: In a newspaper article of 1600 words in Hindi, 64% of the words were found to be of 
Sanskrit origin. Assuming that the simple sampling condirioos hold good, estimate the confidence 
limits of the proportion of Sanskrit words in the wrirer's vocabulary. 

Solution: Lee t. be the proportion of Sanskrit words in the writer's vocabulary. The corresponding 
proportion in the sample is given as p -= 0.64. 

S.E.( ) = 0.64 x 0.36 = 0.48 = 0.012 
p 1600 40 

We know that almosr whole of the distribution lies between 3a- limits. Therefore, the confidence 
interval is given by 

P(p - 3S.E.(p) s 11: s p + 3 S.E.(p}] "' 0.9973 

Thus, the 99.73% confidence limits of 1t are 0.604 (= 0.64 - 3 x 0.012) and 0.676 (= 0.64 + 3 
x 0.0 12) respevtively. 

Hence, the proportioo of Sanskrit words in the writer's vocabulary are between 60.4% to 67.6%. 
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Interval Estimates of Mean and Proportion from Large Samples 

If n > 30 or if a is known and the Population being sampled is normal, a (I - a) Confidence interval for 
rhe population mean is given by 

If a is unknown and n > 30, sample standard deviacions can be used as an approximation for a 

n = 100 and X = 425, a=900, 99% Confidence Interval is 425± 2.58 * (900/10) or 192.8 to 657.2 

or P(I92.8 S: µ $ 657.2)=0.99. 

By using point estimation, we may not gee desired degree of accuracy in estimating a parameter. 
Therefore, it is better to replace point estimation by interval estimation. 

An interval estimate of an unknown parameter is an interval of the form L
1 
~ 0 $ L

2
, where the end 

points L, and L2 depend on the numerical value of me statistic 0 for part1Gular sample on the sampling 

distribution of 0. 100(1 - a)% Confidence Interval: 

A I 00(1 - a)% confidence interval for a parameter 0 is an interval of the fprm [L
1
, L

2
] such that 

P(L, ~ a ~ L) "'1 - a, 0 & It; a & Ir; I regardless of rhe acruaJ value of B. 

The quantities L1 and l
2 

are called upper and lower confidence limits and Degree of confidence 
(confidence coefficient) is, 1 - a. 

Check Your Progress 1 

Fill in the blanks: 

1 , ... .. ......... ... .. is the p rocess by which sample information is used to estimate the numerical 

magnitude of one or more parameters of the populations. 

2. Using ................... estimation, it is possible to provide a single quantity as an estimator of a parameter. 

3. As compared ro point estimation, the interval estimation is .................. . 

4. The method of interval estimation is based upon rhe ................... of an estimator. 

Interval Estimation Using Distribution 

A typical statistical aim is to demonstrate with 95% cerrainry rhat the true value of a parameter is 
within a distance B of che estimate: B is an error range that decreases with increasing sample siz.~ (n). 

The value of B generated is referred to as rhe 95% confidence interval. 

For eitample, a simple situation is estimating a p ropo~tion in a population. To do so, a statistician 

will e,5timate the bounds of a 95% confidence inrerval for an unknown proporcion. 

T he rule of thumb for (a maximum or 'conservative') B for a proporcion derives from the fact the 

estimator of a proporcion, p = XI", (where X is the number of 'positive' observations) has a (scaled) 

binomial disrribucion and is also a form of sample mean (from a Bernoulli distribution [O, l] which has 
a maximum variance of 0.25 for parameter p : 0.5). So, the sample mean Xln has maximum variance 

0.25/n. For sufficiently large n {usually this means that we need to have observed at least 10 positive 
and IO negative responses), this d istribution w iJI be closely approximated by a normal distriburion 

with the same mean and variance. 

http:657.2)=0.99
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Using this approximation, it can be shown that --95% of this dimibution's probability lies within 
2 standard deviations of the mean. Because of this, an interval of the form 

(p-2J0.25/n, p+ 2.j0.251 n) =(p- B,p + B) 

wilJ form a 95% confidence interval for the true proportion. 

If we require the sampling error e to be no larger than some bound B, we can solve the equation 

e ~ B = 2J0.25ln = II.Jn 

to give us 

1/ Ei i:::: 1/ Bi= n 

So, n = 100 <=> B = 10%, n = 400 <=> B = 5%, n = 1000 <=> B = -3%, and n =. 10000 <=> B 
= l %. One see5 these numbers quoted often in news reports of opinion polls and other sample surveys. 

Sample Size for Estimation 

The sample size of a statistical sample is the number of observations that constitute it. It is typically 
denoted n, a positive integer (natural number). 

Typically, all else being equal, a larger sample size leads co increased precision in estimates of various 
properties of the population, though the results will become less accurate if rhere is a systematic error in 
the experiment. T his can be seen in such statistical rules as che law of large numbers and the central 
limit rheorem. Repeated measurements and replication of independent samples are often required in 
measurement and experiments to reach a desired precision. 

A typical example would be when a statistician wishes to estimate the arithmetic mean of a quantitative 
random variable (for example, the height of a person). Assuming chat they have a random sample with 
independent observations, and also that th~ variability of the population (as measured by the standard 
deviation a) is lwown, then the standard error of the sample mean is given by the formula: 

al✓n. 

It is easy to show rhat as n becomes very large, this variability becomes small. T his leads to more 
sensitive hypothesis tests with greater s tatistical power and smaller confidence interva1s. 

Three questions must be answered to determine: the sample size: 

1. Standard deviation of the population: It is rare that we know exact standard deviation of the 
population. Typically, the 5tandard deviation of the population is estimated a) from the resulrs of 
a previous survey, b) from a pilot study, c) from secondary data. 

2. Maximum acceptable difference: T his is the maximum amount of error that you are willing to 

accept. T hat is, it is the maximum differcmce that the sample mean can deviate from the true 
population mean before you call the difference significant. 

3. Desired confidence level (%): The confidence level is your level of certainty that the sample mean 
does not differ from the true population mean by more than the maximum acceptable difference. 

Generally a 95% confidence level is used. 
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Example 4.6: A bank wants to determine the average number of times the customer visit bank per 
monr.h. They have decided r.hat their estimate needs to be accurate within plus or minus one-tenth of a 
visit, ,and r.hey want to be 95% sure r.hat their estimate docs differ from rrue number of visits by more 
than one•tenth of a visit. Previous research has shown that the standard deviation is . 7 visits. What is the 
required sample size? 

Population standard deviation: .7 

Maximum acceptable difference: .1 

Desired confidence interval (%): 95 

Required sample size = 188 

Determination of an Approxi_mate Sample Size for a Given 
Degree of Accuracy 

Let us assume that we want to find r.he size of a sample to be taken from the population such that the 
difference between sample mean and the population mean would not exceed a given value, say e, with 

a given level of confidence, fn other wor.ds, we want to find n such that 

PQX-µI~ e) = 0.95 (say) .... (1) 

er 
Assuming that the sampling distribution of X is norma.l with mean µ and S.E.x = ✓n , we can 

wnte 

.... (2) 

Comparing (1) and (2), we get 

er n --( l.9E6er) 
2 

e= l.96·✓n or = 

Remarks: 

3.84er2 

e2 

1. T he sample size required with a maximum error of estimation, E and with a given level of confidence 

'2 2 

is n = z; , where z is the value of standard normal -variate for a given level of confidence and d 

is the variance of population. 

2. For a given level of confidence and d, n is inversely relatc:d to e 2
, the square of the maximum error 

of estimation. This implies that to reduce € to .=, the size of the sample must be k1- times the 
k . 

original sample si·u. 
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3. The lesser the magnitude of E, the more precise will be the interval estimate. 

Example 4.7: What should be the sample size for estimating mean of a normal population if the 
probability that sample mean differs from population mean by not more than 30% of standard deviation 
is 0.99. 

Solution: Let n be the size of the sample. It is given that 

P(lx - µ/ s o.3oo) = o.99 .... (1) 

cr 
Assuming rhar the sampling distribution of X is normal with mean µ and S.E.x == ✓,i ; we can 

write 

P(lx -µj S 2.58 ;;) :::; 0.99 (from table of areas) 

Comparing (1) and (2), we get 

cr (2.58)
2 

0.30cr = 2.58 rn ⇒ n = - = 73.96 or 7 4 (approx.) 
vn 0.30 

.... (2) 

Example 4.8: A survey of middle class families of Delhi is proposed to be conducted for the estimation 
of average monthly consumption (in Rs) per family. What should be the size of the sample so that the 
average consumption is estimated within a range of Rs 300 with 95% level of confidence. It is known 

that rhe standard deviation of the consumption in population is Rs 1,600. 

Solution: Let n denote the size of the sample to be drawn. Wich usual notations, we wanr to find n such 
rhar 

or 

...• (1) 

Assuming that the sampling distribution of X is normal with mean µ ahd S.E.i = c;.., we can 

"1l 

.... (2) 

Comparing (1) and (2), we get 

Since this value is greater than 109, therefore, the size of the sample should be 110. 
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Confidence .Interval for Population Standard Deviation 

Let s = J; L( X, - xr be the sample standard de.viarion of a random sample of size n drawn from a 

normal population with standard deviatioh a. It can be shown rh�t the sampling distribution of Sis

O' 5-a
approximately normal, for large values of n, with mean s and standard error r:;- . Thus, z =· � v2n al.& 

can be taken as a standard normal variate. 

Check Your Progress 2 

Find out whether rhe following is true or false: 

l. The width of confidence interval can be controlled in two ways.

2. More is che sample siu wider wiU be rhe interval.

3. Lower rhe level of confidence the narrower will be the interval.

4.4 SUMMARY

Estimation is a procedure by which sample information is used to estimate die numerical magnitude of 
one or more parameters of the population. A function of sample values is called. an estimator (or statistic) 
while its numerical value is called an estimate. 

The method of estimation, where single statistic like Mean, Median, Standard deviation, etc. is used as 
an estimator of population parameter, is known as Point Estimation. Contrary to this it is possible to 
estimate an interva1 in which the va1ue of parameter is expected to lie. Such a procedure is known as 
Interval Estimation. The estimated interval is often termed as Confidence foterval.

4.5 KEYWORDS

• Point Estimation • Interval Estimation

• Estimator • Estimates

• Confidence Intervals • Large Samples

• Sample Size

4.6 REVIEW QUESTIONS 

l. A random sample of 400 farms in certain year revealed that the average yield per acre of sugarcane
wa.s 925 kgs with a standard deviation of 88 legs.

(a) Determine the 95% confidence interval for the population mean.

(b) What should, be the size of the sample ff the widch of 95% confidence interval estimate of m
is not more than 15?
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2. A random sample of 100 sale receipts of a firm showed chat its average sales per customer are Rs 
250 with a standard deviation of Rs 50 (assume that there is one receipt for each customer). 

(a) Determine the 99% confidence incerval for the mean sales. 

(b) How does the width of che confidence interval change if sample size is 400 instead? 

(c) How many sale receipts should be included in the sample in order that a 98% confidence 
incerval has a maximum error of estimation equal to Rs 10. 

3. A survey revealed chat 30% of the persons of a state are suffering from a particular disease. How 
many persons should be included in the sample so that the maximum width of che 95% confidence 
interval of proportion of persons suffering from che disease is 0.15 units? 

4. A random sample of size 64 has been drawn from a population with standard deviation 20. The 
mean of the sample is 80. (i) Calculate 95% confidence limits for the population mean. (ii) How 
does the width of the confidence interval changf's if the sample size is 256 instead? 

5. In a random sample of l 00 articles caken from a large batch of articles, 10 are found to be defective. 
Obtain a 95% confidence interval for the (rue proportion of defectives in the batch. 

6, A random sample of size 10 from a normal population gives the values 64, 72, 65, 70, 68, 71-, 65, 
62, 66, 67. Jf it is known that the standard error of the sample mean is , find 95% confidence 
limits for the population mean. Also find the population variance. 

7. 1n a sample of 26 items drawn from a normal population, the 90% confidence limits for the 
population mean were computed as 46.584 and 53.416. Find mean and standard deviation of the 
sample. 

8. A si.mple random sample of size 66 was drawn in the process of estimating the mean annual 
income of 950 families of a certain towns.hip, The mean and standard deviation of the sample were 
found to be Rs 4,730 and Rs 7.65 respectively. Find the 95% confidence interval for the population _ 
mean. 

9. With a sample size of 400, the calculated standard error of mean is 2 with a mean of 120. What 
sample size would be required so chat we could be 95% confident that the population mean is 
within ± 3.5 of the sample mean? 

I 0. Mr X wants to determine, on the basis of a sample study, the mean time required to complete 
certain job so that he may be 95% confident that the mean may remain within ± 2 days of the 
true mean. As per the available record, the populaiioo variance is 64. How large should the sample 
be for his study? 

11. A firm wishes to estimate, with a maximum allowable error of 0.05 and a 95% level of confidence, 
the proportion of consumers who prefer its product. How large a sample will be required to make 
such an estimate if the: preliminary sales repons indicate that 20% of all consumers prefer the 

firm's produce? 

12. In a market area, there are 600 shops. A researcher wants to estimate the number of customers 
visiting these shops per day. The researcher also wants that the sampling error in this estimate is 
no larger than±. 10 with 95% confidence. 1'he previous studies indicate that the standard deviation 
of customer arrivals is 85. If the cost pet interview is Rs 20 ( chis includes field work, supervision 
of interviewers, coding, editing and tabulation of results and report writing, etc.), calculate che 
total cost of survey involved. 
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Suppose that the researcher is willing to sacrifice some accuracy in order to reduce cost. If he 
settles for an estimate with 90% confidence, how much reduction in cost can be achieved? 

13. Ellen Harris, a time methods engineer, was accumulating normaJ times for various tasks on a
labour- intensive assembly process. The process included 200 separate jobs stations, each performing
the same assembly task. She sample-d 5 stations and obtained the following assembly times for
each station:

1.8, 2.4, 2.2, 2.6, l.6 minutes.

(i) Calculate the mean assembly time.

(ii) Estimate the population standard deviation.

(iii) Construct a 99% confidence interval for the mean assembly time.

I 4. In a random sample of 81 items taken from a large consignment, some were found to be defective. 
If the standard deviation of the proportion of defective items is l / 18, find the 95% confidence 
limirs of the percentage of defective items in the consignment. 

I 5. The mean of a. sample of size 16 from a normal population is 20, If it is known that variance of the 
population is 4, find the standard error of the sample mean and 95% confidence interval for 
population mean. 

Answers to Check Your Progress 

Check Your Progress 1 

l. Estimation

2. Point

3. Better

4. Sampling distribution.

Check Your Progress·2 

I. True

2. False

3. True.
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5.1 BASIC CONCEPT OF HYPOTHESIS 

A hypothesis is a preconceived idea about the nature of a population or about the value of its parameters. 
The statements like the distribution of heights of students of a university is normally distributed ) the 
number_ of road accidents per d ay in Delhi is 10, etc ., are some examples of a hypothesis. 

The ce.st of a hypothesis is a procedure by which we test the validity of a given statement about a 
population. This is done on i:he basis of a random sample drawn from it. 

The hypothesis to be rested is termed as Null Hypothesis, denoted by H0 • This hypothesis asserts - 
that there is no difference betw een popularion a nd sample in the matter under consideration. For 
example. if H

0 
is chat po p ulacion means m = m

0 
then we regard rhe random sample to have been 

, 

obtained from a population wii:h mean m
0

. 

Corresponding to any H
0

, we always ddine an AJternative Hypothesis. This hypomesis, denoted by 
H., is  alternate to H

0 
, i.e., if  H0 is  false i:hen f[. is  true and vice-versa. 

One-tailed and Two-tailed Tests 

There are two type of tests: One-railed and two-tailed tests. 

A hypothesis test may be one-tailed or two-tailed. In one-tailed test che test-statistic for rejection of n ull 
hypo thesis falls o nly in one-tailed of sampling distribution curve. 

RejectJ\ 

lil·M411 
One-tailed Test 

Exampk 5.1: In a right side test, rhe critical region lies entirely in the right rail of the sample distribution. 
Whether the test is one-sided or two-sided - depends on alternate hypothesis. 

Example 5.2: A tyre company claims that mean life of its liew tyre is I 5,000 km. Now the researcher 
formulates the hypothesis chat tyre life is = 15,000 km.

A two-railed test is one in which the rest statistics leading to rejection of null hypothesis falls on 
both tails of the sampling distribution curve as shown. 

When we should apply a hypothesis test that is one-tailed or two-tailed depends on the nature o f 
the problem. One-railed test is used w.hcn the researcher's interest is primarily on one side of the issue. 
Example: "Is i:he current advertisement less effective than the proposed new advertisement"? 
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Reject Ho Rejectfi-0 

Wl'iiifl 
Two-tailed Test 

A two-tailed test is appropriate, when the researcher has no re~on to focus on one side of the issue. 
Example: "Are the two markets - Mumbai and Delhi different to test market a product?" 

Exampk 5.3: A product is manufactured by a semi-automatic machine. Now, assume that the same 
product is manufactured by the fully automatic machine. This will b!,' two-sided test, because the null 
hypothesis is chat "the two methods used for manufacturing the product do not differ significandy". 

Table 5.1: Alternate hypothesis 

Sign of alternat,e hypothesis Type oftest 

= Two-sided 

< One-sided to right 

> One-sided to left 

Degree of Freedom 

It cells the researcher rhe number of elements that can be chosen freely. Example: a + b/2 =5. fix a=3, 
b has to be 7. Therefore, the degree of freedom is l. 

Select te.,t criteria 

If the hypothesis pertains to a larger sample (30 or more), rhe Z-test is used. When the sample is small 
(less tl)3,n 30), the T-test is used. 

Compute 

Carry out computation. 

Make Decisiom 

Accepting or rejecting of the null hypothesis depends on whether rhe com pured value falls in the region 

of rejection at a given level of significance. 

Type I and Type II Errors 

There are two kinds of errors that can be made insignificance testing: (1) a true null hypothesis can be 
incorrecdy rejected and (2) a false null hypothesis can fa il to be rejected. The former error is called a 

Type I error and the latcer error is called a Type II error. A type I error occurs when one rejects the null 
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hypotbesis when ir is true. A Type I error is often referred to as a 'false positive', and is the process of 
incorrectly rejecting the null hypothesis in favor of the alternative. The probability of a type 1 error is 
the levd of significance of the test of hypothesis, and is denoted by *aJpha* (a). Usually a one-tailed test 
hypothesis is used when one talks about type I error. A Type TI error is the opposite of a Type [ errbr and 
is the false acceptance of the null hypothesis. A type II error occurs when one rejects the alternative 
hypothesis (fails to reject the null hypothesis) when the alternative hypothesis is true: The probability 
of a type II error is denoted by *beta* (/J). A Type II error is only an error in the sense chat an opportunity 
to reject the null hypothesis correctly was lost. It is not an error in the sense that an incorrect conclusion 
was drawn since no conclusion is drawn when the null hypothesis is not rejected. 

These two types of errors are defined in the table. 

Table 5.2 

Statistical Decision True State of the Null Hypothesis 

Ho True Ho False 

Reject Ho Type I error Correct 

Do not Reject Ho Correct Type II error 

The two types of errors are shown by the following figure. 

1570 1600 1620 1630 X 

lii·Miiil 
Two types of errors 

It is obvious, from the above figure, that it is not possible to sLmulcaneously control both types of 
errors because a decrease in probability of committing one type of error is accompanied by the increase 
in prnbability of committing the ocher type of error. Further, we may note that farther the true value of 
parameter from the hypothesised value, smaller would be the size of type II error, /J. T he graph of 
various values ofµ against /3 is known a.s the Operating Characteristic Suroe. 

In the procedure of testing a hypothesis, the probability or size of type l error, i.e., a is specified in 
advance. Usually we take a=- 0.05 ( i.e., 5%) or 0.01 (i.e.; 1%). 

C ritical Region and One Ta iled versus Two Tailed Tests 

Let H0 : µ = µ
0 

against H. : µ :1' µ0, where µ0 denotes some specified value of population mean µ. for 
example, µ

0 
= 1600, in the example considered above. 

If we decide to have a= 0.05, we know that for a standard normal variate P[- 1.96 S 2. S 1.96] 
I - 0.05 = 0.95, the procedure of testing of hypothesis can be outlined as: 

&ject H
0 

if the computed value of z from the sample (i.e., 
(- 1.96, 1.96) and accc;pt it otherwise. 

X-µ) z.,,, = (j/✓n lies outside the interval 
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In terms of figure, the portion of z axis covering the interval (- 1.96, 1.96), i.e. A to B is termed as 
the Acceptance Regi,on and its remaining portions, which lie to the left of point A and to che right of 
point B, are termed as the Regi,on of Rejection or Critical Regi,on (C.R.). 

p(z) 

A B 
- z.= - 1.96 o ,= 1.96 

C R 
2

1 Acceptance Region I C R ( ) -----''----=----➔ ( . ) 

iiHiitiil 
Critical Region and One Tailed 

versus Two Tailed Tests 

The specification of the critical region foe a test depends upon the nature of the alternative hypothesis 
and the value of a. For example, H. : µ ~ µ0, this implies thatµ may be less or greater than µ 0• Thus, the 
qitical region is to be specified on both tails of the curve with each part corresponding to half of the 
value of a. A test having critical region at both the tails of the probabiJity curve is termed as a tu;o tailed 
test. 

Further, if H. : µ > µ 0 or f.l < µ0, the critical region -is to be specified only at one tail of the 
probability curve and the corresponding test is termed as a one tailed test. These situations ace shown in 
the following figures. 

The values of the random variable separating the acceptance region from critical region are termed 
as criti_,c!ll value(s). For example, z<i/

2 
and za' shown above, are critical values. Similarly, for a normal 

distribution the c-,ritical values for a rwo railed resr are - 1.96 and 1.96 for a= 0.05 or - 2.58 and 2.58 
for a= 0.01 and the corresponding value for a one tailed test is ± 1.645 or ± 2.33 depending upon 
whether a = 0.05 or 0.01. 

p(z) 

0 zo. 
Acceptance Region C. R. 

0 

Acceptance Region 

(i) (ii) 

•ii·Miiii 
Acceptance Region 
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l. Out of the cwo types of errors, the type I error is considered ro be more serious. Consequenrly, the
probability of type I error is fixed at a low value (often 0.05 or lower). Thus, when the computed
value of a· statistic falls in the criticaJ region, implying thereby that the pro�ability of H

0 
being

rrue is low or equivalently the probability of H0 being false is high, we reject H
0

• However, if the
computed value of sracistics lies in che acceptance region, it would not be appropriate to say that
the probability of H0 being true is very high be.cause che probabili ty of accepting a false H

0 
(the

value of P) may also be high. Thus, accepting H0 only implies that the sample information does
not provide any evidence of H

0 
being false. Because of this nature of the tests of hypothesis, the

conclusion "accept H/ is often replaced by "do not reject H/ or "there is no evidence against H0
on the basis of available sample information", etc.

2. The rests of hypothesis are also known as the TestJ o
f 
Significance. We know chat if the sample rt.sulr 

is highly unlikely, H
G 

is rejected because the sample result is significantly different from the 
hypothesised value. Alternatively� it implies that the observed difference between the computed 
and che hypothesised value is not attribura.ble due to chanu or fluctuations of sampling. 

5.2 ONE SAMPLE TESTS

One Sample z Test 

One sample tests, in general, examples of "goodness of fie" tests where we are testing whether our data 
supports predictions regarding the value of the populacion mean. This is most commonly represented 
as follows: 

Ho :µ=µa 

where µ = actual true population mean 

µ0 "' hypothesized population mean (under H
0

) 

In order to calculate a z-score, you would need ro use the following formula: 

O' 
where a i = ./N 

Why do we use the standard error� Z i.s a test for the sample mean. To test Ho, we want to evaluate 
the probability or likelihood of getting our result, x, if H.o is true. To do this, we need to see where x falls 
on its sampling distribution. Now if the population standard deviation is unknown, but N is large 
(N >= 30). you can still use z, buc you must substitute the sample standard deviation for the population 
standard deviation when calculating the standard error of the mean. 

One Sample t Test 

One sample t-tcsc is a statistical procedure rhar is used to know tbe mean difference berween the sample 
and the known value of the population mean. In one sample r-tesr, we know the population mean. In 
small samples (N < 30), sample standard deviations are biased estimates of their corresponding population 
standard deviations. In other words, CT does not e5timacc rr perfecdy - ir is usually too small. We draw 
a random sample from the population and then compare the sample mean with rhe population mean 
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and make a statistical decision as to whether or not the sample mean is different from the population. In 
one sample size, sample size should be less than 30. For example, we can use this when we take a sample 
from the city and we know the mean of the country (population mean). If we want to know whether the 
ci ry mean differs from the country mean and we want to compare the two means, we will use the 
sratisrical test known as the one sample r-cesr. 

Thus, we simply adjust ·rhe standard error using something called degrees of freedom (in this case, 
df = N - l ). Substituting these v;uiations into the cradirional z formula, we obtain the t test formula: 

x - µo h s/ t.Jf � -
,
-

_ 
- w ere s, =- / �

r 

One sample t-test and SPSS 

In most of the statistical software, one sample t-tcst options are available. In SPSS, to perform the one 
sample t-test, we use rhe following procedures: 

I. Click on the "SPSS 16'' icon from rhe swt menu.

2. Click on the "open data" icon and selecr the "data one sample t-test."

3. Click on the "analysis" option and select the "compare mean" option, from the analysis.

4. Select Lone sample t-tesc" from the compare mean option. As we dick on the one sample r-test, the
window will appear and this window is called the one sample t-tesr window. Now, in this window,
select the dependent variable and insert them into the test variable box:. Type the population mean
value in the test v.alue box. Click on "option,. and select the "percentage of confidence interval." As
we dick on the "ok" butron, the result cable for the one sample t-tesr will appear in front of us.

Check Your Progress 1 

Fill in the blanks: 

l. The ................... describes how to use sample data to accept or reject the null hypothesis. 

2. A type II error occurs when one rejects the ...................... , .......... . 

3. A ................ error is often referred ro as a 'false positive'. 

5.3 HY POTHESES TESTING OF MEANS WHEN 
POPULATION STANDARD DEVIATION IS KNOWN 

Test of Hypothesis Concerning the Equality of Standard 
Deviation (Small Samples) 

F 
s12 /cr; s; 

We have to test He, : a
1 

= a
1 

againsr 0'
1 

> 0'
1
• The statistic = �/ � , would become , under H

0
, 52 cr2 s;_ 

follows F - dimiburion with v (= n - l) and v, (.: n, - I) degrees of freedom. 
I I • -
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Remarks: 

l. 

2. 

3. 

I h . . F 
st 

b h n t e vanance rauo =2, we rake:, y convencion t e largest of the cwo sample variance as o/
Sz 

Thus, this test is always a one tailed test with critical region at the right hand tail of the F - curve. 

cr2
The 100(1 - a)% confidence limits for the variance ratio -+, are given by

cr2 

Example 5.4: Two independent samples of siz.es 10 a.nd 12 from two normal populations have rheir 
mean square deviations about their respective means equal to 12.8 and l S.2 respectively. Test the 
equality of variances of the two populations. 

S0J11tio,a: We have to test H0 : 0'1 
-=- O'

i 
against 0'

1 
> o-2•

It is given that S/ = 15.2, S} = 12.8, n
1 

= 12 and n
2 

"' 10. 

The unbiased. estimates of respective population variances are 

• 12
d 1 

10 
4 s;=-xlS.2=16.58 an s2 =-xl2.8=1 .22. 

11 9 

16.58 
Thus F., =--= 1.166. 

' {., 14.22 

The vaJue of F from tables at 5% level of significance with 11 and 9 dj is 3.10. Since this value is 
greater than F,.,r there is no evidence against H

0
• 

E::campk 5.5: The increase in weight (in 100 gms} due to food A and food B given to cwo independent 
samples of children was recorded as follows. Test whether (i) mean weights and (ii) standard deviations 
of the two samples are equal. 

Sample I : 6, 12, IO, 14, 12, 12, 10, 7, 5, 7. 

Sample II : 9. 11, 8, S, 6, 12, 7, 13, JO. 

Solution: We: .shall first test H
0 

: CT
1 

= o;_ against 0'1 
> O'

i
-

- 95 - 81
The means of the samples are X

1 
=-=9.5 and X2 -=-=9.0, respectively. 

JO 9 
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h 
2 987 10 ' 2 789 9 2 

Thus, we aves, =--- x9S=9.39 and s2 =---x9 =7.50. 
9 9 8 8 

Further, the test statisric is F = 9·
39 = 1.25. 

7.50 

The critical vaJue of Fat 5% level of significance and (9,8) d.f is 3.39, therefore, there is no 
evidence against H

0
• Hence, Oj and a

2 
may be treated as equal. 

To test H0 : A = µ2 against H
4 

; A 1:- µ2, we note that samples are small, t-test is co be used. Since 
er, = o; = a(say), its unbiased esri.mate is 

s== ("i -l)s~ +(n2 -l)s; = 9x9.39+8x7.50 =
2

.
92

_ 
~ +,Zi - 2 10 +9-2 

The test Statistic is tu:1 Jx, -Xii~ 1Zi1lz J9.s-9·
0

1 / 
0 

X 
9 =0.37. 

s 17i + n2 2.92 10 + 9 

The critical value of t at 5% levd of significance and 17 d.f is 2.11. Since this value is greater than 
the calculated, there is no evidence against H

0
• Thus, we conclude that the two samples may be regarded 

co have drawn from a population with same means and same standard deviations. 

Test of Hypothesis Concerning Equality of Standard Deviations 
(Large Samples) 

lt can be shown chat when sample sizes are large, i.e., n1, n2 :> 30, the sampling distribution of the 

Statistics, - s2 is approximately normal with mean a, - 0'2 and standard error 
cr2 cr2 

-
1 + - 2

• Therefore 
21ii 2n,. 

Very ofcen a is not known and is estimated on the basis of sample. The pooled estimate of O' is 

S2 52 
5 =~1+n2.2 

. Thus, the tesr statistic becomes 
12i + n, 

http:9x9.39+8x7.50


Testing of Hypotheses • 133 

&ample 5.6: The standard deviation of a random sample of the heights of S00 individuals from country 
A was found to be 2.58 inches and that of 600 individuals from country B was found ro be 2.35 inches. 
Do the data indicate that the scandard deviation of heights in country A is greater than that in country m 

Solution: We have to test H0 : a1 = a2 against H. : 0'1 > a2 . 

lt is given mat S
1 

= 2.58, n
1 

= 500, S
i 

'"' 2.35 and n
2 

= 600. 

. . 500 X 2.582 + 600 X 2.352 

The pooled e.mmate of a 1s S = r--------- -= 2.46 
1100 

h 
2.58- 2.35 600000 

T e test statistic is z,.i = ---- >< --- 2. 17 
2.46 1100 

Since this value is greater than 1.645, H
0 

is rejected at 5% level of significance. Thus, the sample 
eviden� indicates that th·e standard deviation of heights in country A is greater. 

5.4 HYPOTHESES TESTING OF MEANS WHEN POPULATION 

STANDARD DEVIATION IS UNKNOWN 

When a is not known, we use its estimate computed from rhe given sample. Here, the nature of the 

sampling distribution of X would depend upon sample size n. There are the following rwo possibilities: 

(i) If parent population is normal and n < 30 (popularly known as small sample case), use t - test. i:-he

b. d . f . h" 
. . b 

I(x,. - xr
un rase estimate o a m t ts case 1s given y s =

n-l

AJso, like normal test, the hypothesis may be one or cwo cailed. 

(ii) If n � 30 (large sample case), use scandard normal test. The unbiased estimate of a in this case can

be taken as s = L ( X; - x,Y ' since che differcmce berween n and 11 - 1 is negligible for large
n 

values of n. Note that the parent population may or may nor be normal in this case. 

Example 5.7: The yield of alfalfa from six test plots is 2.75, 5.25, 4.50, 2.50, 4.25 and 3.25 tonnes- per 
hectare. Test at 5% level of significance wliether this supports the contention that true average yield for 
this kind of alfalfa is 3.50 tonnes per hectare. 

Solution: We note that a is not given and n = 6 (< 30), :. t - test is applicable.

Using sample information we have 

x = 
2.75+5.25+4.50+2.50+4.25+3.25 =

3.75. 
6 

http:2.75+5.25+4.50+2.50+4.25+3.25
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X; -3.75 
To calculates, we define u, = --- (X; - 3.75)x 4

0.25 

X ' 2.75 5.25 4.50 2.50 4.25 3.25 
U; -4 6 3 -5 2 -2

2 16 36 9 25 4 4U, 

From the above table '°' r/ = 94. Therefore, 5-= 0.25 -- = 1.085
-

�4 LJ I 
6-1

We have to test H
0 

: µ = 3.50 against H� : µ � 3. 50.

The test statistic X -1 ; t - distribution with (n - l) d.f 
s/ n 

Th 1 3.75-3
.50 4 us, ta,1 = f7 = 0.56 

I.085/v6 

Further, the criticaJ vaJue oft, from table at 5% level of significance and with 5 df. i.:; 2.571. Since 
t,�, is less than rhis value, there is no evidence against at 5% levd of significance.

Exa:mpk 5.8: Daily sales figures of 40 shopkeepers showed that their average saJes and standard deviation 
were Rs 528 and Rs 600 respectively. Is the assertion that daily sales on the average is Rs 400, contradicted 
at 5% level of significance by the sample? 

Solution: Since n > 30, standard normal test is applicable. It i.s given mat n = 40, X = 528 and S = 600. 

We have to test H
0 : µ = -400 against H. : µ � 400.

1
528-400

Z",1 = 600/ ./45 ;c 1.35.

Since this value is less than l.96, f1tere is no evidence against H0 at 5% level of sign ificance. Hence, 
the given assertion is not contradicted by the sample. 

5.5 HYPOTHESIS TESTING OF PROPORTIONS FOR LARGE

SAMPLES AND DIFFERENCE IN PROPORTIONS 

Like the tests concerning sample mean, the nulJ hypothesis to be tested wou_ld be either 1f = ,r
0 

, i.e., the
proportion of successes in population is 1!

0 
or 1'1 = 1f2 , i.e.. rwo populations have the same proportion of

successes. These tests are based upon the sampling distribution of p, the proportion of :rncccsses in 
sample and the sampling distribution of p 1 - p2 , the difference berwccn rwo sample proportions.

Test of Hypothesis that Population Proportion is 1r
0

The null hypothesis co be reseed is H
0 

: 1f = ,r
0 

against H. : 1f 7" ,r
0 

for a rwo railed test and 1f > or < n;1 

for a one railed test. The rest statistic is 

http:1528-4001=1.35
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&marks: The 100(1 - a)% confidence limits for ,rare p ± za/
2
S.E.(p). 

Example 5.9: A wholesaler in apples claims char only 4% of the apples supplied by him are defective. A 
random sample of 600 apples contained 36 defective apples. Test the claim of the wholesaler. 

Solution: We have to tesr H
0 

: 1C ~ 0.04 against H« : 1C > 0.04. 

36 
le is given that p = - - = 0.06 and n = 600 . 

. 600 

z,.1 =(0.06-0.04) 
600 

=2.5 
0.04 x0.96 

This value is highly significant in comparison co 1.645, therefore, H
0 

is rejected at 5% level of 
sign ificancc. 

Example 5.10: The manufacturer of a spot remover claims that his product removes ar least 90% of all 
spots. What can be concluded about his claim at the level of significance a= 0.05, if the spot remover 
removed only 17 4 of the 200 spots chosen at random from the spots on clothes brought co a dry 
cleaning establishment? 

Solution: We have to test H
0 

: 1C 2'.. 0.9 against H
1 

: 1C < 0.9. 

174 
It is given that p = 

200 
= 0.82 and n = 200. 

Since this value is less than - 1.645, H
0 

is rejected ac 5% level of significance. Thus, the sample 
evidence does not support che claim of che manufacturer. 

Example 5.1 J: 470 heads were obtained in 1,000 throws of an unbiased coin. Can the difference 
between the proportion of heads in sample and their proportion in population be regarded as due to 

fluctuations of sampling? 

Solution: We have ro test H
0 

: 1C"' 0.5 against H. : 1t * 0.5. 

470 
ft is given that p = 

1000 
= 0.47 al'ld n = l000. 

1000 
:z,J, == lo.47 -o.so\ --= 1.897. 

0.5 X 0.5 

Since this value is less than 1.96, the coin can be regarded as fair and thus, the difference between 
sample and population proportion of heads are only due to fluctuation£ of sampling. 

http:0.82-0.90
http:0.06-0.04
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Test of Hypothesis Concerning Equality of Proportions 

The null hypothesis to be tested is H
0 

: 7!1 = 7!
2 

against H,, : 1Z'
1 
~ 7!

2 
for a two tailed test and .tr

1 
> or 

< 1Z'2 for a one tailed test. 

The test statistic is z,aJ = (Pi - A) 11i'lz under the assumption chat 7!
1 

= ,r
2 

= ,r, 
1t(l - rc)(71i +n2 ) 

where 7! is known. Often population proportion ,r is unknown and it is estimated on the basis of 

h d ~A+~A samples. T e poole estimate of p, denoted by p, is given by p = ---------'-'--'-. 
1Zi +n2 

Thus, the test statistic becomes z,,,1 = (Pi - Pi) 1Zi12i 
p(1- p)(11i +72i)" 

Remarks: 100() - a)% confidence limits of (,r
1 

- 7r) can be written as 

(p, - P2) :l: Zr,12 S.E.(pl - P2) 

Example 5.12: In a random sample of 600 persons from a large city, 450 are found to be smokers. 
In another sample of 900 persons from another large city, 450 are smokers. Do the data indicate that 
the cities are significantly different with respect to the prevalence of smoking? Let the level of significance 
be 5%. 

Solution: We have to test H0 : 1Z'
1 

= 1!2 against fl. : ll'1 "1:- ll'
2

• 

It is given that n1 = 600, ni = 900, ¥i = X2 = 450. 

x; 450 X 2 450 
Pi = - = -= 0.75 and Pi=-=-= 0.50 

1Zi 600 f1i 900 

= 450+450 =0.6 
The pooled estimate of tr, i.e., P 

600 
+ 

900 

600 X 900 
Thus, z,.J = 10.75- o.sol ,-----= 9.682 

0.6 X 0.4 >< 1500 

This value is highly significant, therefore, H
0 

is rejected. Thus, the gjven samples indicate that the 
two cities are significantly different with regard to the prevalence of smoking. 

Example 5.13: A company is considering two different television advertisements for the promotion of a 
new produce. Management believes chat advertisement' A is more effective than advertisement B. Two 
test market areas with virtually identical consumer characteristics are selected ; advertisement A is used 
in one area and advertisement Bis used in the other area. In a random sample of 60 customers who saw 
the advertisement A, 18 tried the product. In a random sample of 100 customers who saw advertisement 
B, 22 tried the product. Does chis indicate that advertisement A is more effective than advertisement B, 
if a 5% level of significance is used? 



Solution: We have to test H
0 

: Jr
.A 

S Jr
8 

against H
8 

: Ir
.A

:> Jr
8

, 

It is given that n
.A 

= 60, X
A 

"' 18, r1
8 

= 100 and X
8 

= 22. 

18 22 
Thus, P., =

60 
= 0.30 and p8 

= -= 0.22. 
100 

. 18 +22 
Also, the pooled estl mate of ,r, i.e., p = --- = 0 .2 5. 

160 

60x 100 
z,,s1 =(0.30-0.22) -----=l.131 

0.25 X 0.75 X 160 
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Since this value is less than 1.645, there is no evidence against H
0 

at 5% level of significance. Thus, 
the sample informatior. provides no indication that advertisement A is more effective than advertisement 
B. 

Rnnarks: .fu in the variable case, we can also test the hypothesis Jr
1 

"' ,s + k. Since 1r
1 

"# JS, pooling of 
proportions is not allowed for the computations of standard error of p 1 ...:: 

p
l
' The standard error in this 

case 1s 

Pi (I - Pi ) Pi (I - Pi) 
---+--� 

"i "2 

5.6 TWO SAMPLE TESTS FOR EQUALITY OF MEANS FOR 

LARGE AND SMALL SAMPLES 

Equality of Means for Dependent Samples 

If random samples are obtained from each of the two normal populations, the sampling distribution of 
the difference of their means is given by 

Case I. If 0'
1 

and cr
1 

are known, we standard normal test. 

(a) To test HD : µ
1 

= µ,_ against H. : A * µ, (two railed test), the test statistic is

This value is com pared with l.96 (2. 5 8) for 5% (l % ) level of sign ificancc. 

http:Zra1=(0.30-0.22
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(b) To test H
0 

: A 5 JLi. against H. : µ, > µ
2 

(one tailed test), the test statistic is z,a1 = 

the critical value for S% (I%) level of significance is 1.64S (2.33). 

(c) To test H0 : µ
1 

2-: JJ-i against H
0 

: µ 1 < µ1 (one tailed test), the test statistic, i.e., zc,1 is same as in (b) 
above, however, the critical value for 5% (or J %) level of significance is - 1.64S (or - 2.33). 

Case II. If o-
1 

and o; are not known, their estimates based on samples are used. This category of tests can 

be further divided into two sub-groups. 

I . Small Sample Tests (when either n
1 

or n
2 

or both are less than or equal to 30). To rest H
0 

: µ. = µ
1
, 

we use t - test. The respective estimates of o-1 and o; are given by 

This rest is more restrictive because it is based on the assumption chat the two samples are drawn 
from independent normal populations with equal standard deviations, i.e., er 

1 
= er 

2 
= o (say). 

The pooled estimate ofo, denotes by s, is defined as 

s = 
h-l)s1

2 +(112 -l)s: 
,;+11:i - 2 

(a) To test H
0 

: µ
1 
= µ

2 
against H. : µ, * 1-4z (two tailed test), the test statistic is 

[x, - x2[ 
,,., = J•' + ,' 

11i nz 

(n
1 

+ n
2 

- 2) df 

This -..,aJue is compared with the value oft from cables, to be denoted as tu1/n, + n 2 - 2), at 

100a% level of significance with (n , + n2 - 2) d.f 

(b) To test H
0 

: µ
1 
~ µ

1 
against H. : µ

1 
> µ

2 
(one tailed test), the tes t s tatistic 1s 

t,., = (x, -Xi) xJ rlifl:i . This value is compared with t (n, + n
1 

- 2) from tables. 
r 71i+n2 a 

(c) To test H
0 

: µ, 2-: µ
2 

against H. : µ
1 

< µ 2 (one tailed test), the test statistic, i.e., tc:al is same as 

in (b) above. This value is compared with - ta(n, + n1 - 2). 

2. large Sample Tests (when both n 1 and n1 is greater than 30) 

In this case o-
1 

and o-
2 

are estimated by their respective sample standard deviations S, and S
2

• The 

]x, -x2 [ x, -x2 
test statistics for cwo and one tailed tests are z ,.at = -'.==== ·and z,al : -.======= respec tively. si s2 ('2 s22 

_1_+_2 .:i. + -
nl l'I,_ nz 

The remaining procedure is same as in case I above. 
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Remarks: 

1. 

2. 

If .X1 - X2 ~ t - distribution, za/
2 

is replaced by t a1
1
(n

1 
+ n

2 
- 2). 

If the two sample are drawn from populations with same standard deviations, i.e. , 

0-1 = 0-2 ; a(say), then S .E.(l, -x,) =crH for problems covered under case I and 

S.E.(x-x) = S for problems covered under case II, large sample tests. Sis a pooled estimate 
l l 

of,, is given by 

5= 
n15/ + n2s; 

n1+ n2 

Exampk 5.14: An invesc-igation of the relative merits of two kinds of flashlight barreries showed that a 
random sample of 100 batteries of brand X lasted on the average 36.5 hours with a standard deviation 

I 
of L8 hours, while a random sample of 80 batteries of brand Ylasred on the average 36.8 hours 'with. a 
standard deviation of 1.5 hours. Use a level of significance of I % to test whether che observed difference 
benveen average life times is significant. 

Solution: Let X and Y denote the life time of flashlight batteries of type X and type Y respectivJy and let 
µx and µr be their respective population mea:ns. 

le is given that X = 36.5, Sx = 1.8, nx = 1001 Y = 36.8 , Sy = l.5, ny = 80. 

We have to test H0 : µx = µ y-againsc H a : µx * µ Y-

Since sample sizes are large (> 30), it is a large sample case. 

The rest statistic is z,J= 136.5 - 36.81 =___Qi._=1.219 
' 1.82 1.52 0.246 

- +--
100 80 

Since this value is less than 2.58, there is no evidence against H0 at 1 % level of significance and thus, 
the observed difference between average life times cannot be regarded as significant. 

Example 5. 15: Measurements performed on random samples of rwo kinds of cigarettes yielded the 
folJowing results on their nicotine content (in mgs) 

Brand A : 21.4, 23.6, 24.8, 22.4, 26.3 

Brand B : 22.4, 27.7, 23.5, 29. l, 25.8 

Assuming that the nicotine content is distributed normaJly, test the hypothesis that brand B has a 
higher nkotine content than brand A. 

Solution: We have to resr H0 : µ A ~ µ8 against H. : µA < µ8• 

Note that the rejection of H
0 

would imply that brand B has a higher nicotine content than brand A. 
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The means of the two samples are 

x = 21.4+23.6+24.8+22.4+26.3 
• ----- ---- 23.7 
n 5 

and X-
8 

= 22.4 + 27.7 + 23.5+ 29. I+ 25.8 
25.7. 

5 

Also I(x Ai -XA )2 = 14.96 and L(x8, -X8 r =31.30 

14.96 +31.30 
The pooled estimate of a is s = ----- == 2.40 

5+5-2 

(23.7-25.7) R+¾x5 
Thus, the test statistic is t,.i = 

4 
x -- = - 1.318. 

2. 0 5+5 

The critical value oft at 5% level of significance and 8 df is - 1.86. Since taJ is great:er than thts 
value, it lies in the region of acceptance and hence, there is no evidence against at 5% level of significance. 
Thus, the nicotine content in brand B is not ·higher than in brand A. 

&izmple 5.16:Two salesmen A and Bare werk.ing in a certain district, From a sample survey conducted 
by the head office, the following results were obtained. Scare whether there is any significant difference 
in the average sales between the two salesmen: 

A B 

No. of Safes 20 18 

Average Safes (in Rs) 170 205 

Standard tkviatum (in Rs) 20 25 

Solution: Since n
1
, ni < 30, it is a small sample case. 

We· have to test H0 : µA = µ8 against Hd : µA * µ8. 

Assuming that the two samples have come from the same population with S.D. a, we find its 
pooled estimate as 

.s= 

1170- 2051 20 X 18 
A.lso t =~--~ 1---= 4.66. This value is highly significant, therefore, H

0 
is reJ·ected at 

c,d 23.12 20+}8 
5% levd of significance. 

&ample 5. 17:The mean life of a random sample of 10 light bulbs was found to be 1456 hours with a 
S.D. of 423 hours. A second sample of 17 bulbs chosen 'at random from a different batch showed a 
mean life of 1280 hours with S.O. of 398 hours. Is there a significant difference between the mean life 
of the two batches? 

http:I-----~-=23.12
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Solution: Note that the rwo sam ples have been obtained from the same population with unknown s. 

We have to test H0 : µ 1 = µ
1 

against H. : µ
1 

-:I:- µ
2
• 

It is given that xi = 1456, SI = 423, 711 = 10, X z = 1280, 52 = 398, nz : 17. 

The pooled estimate of a is s = 

jl456-1280I 
Therefore t,.1 = 

4 4 
x 

23. 2 

10x4232 +17x3982 =
423

.4
2 

10+17-2 

10xl7 
4 •---=LO 

IO+ 17 

The value oft from table at 5% level of significance and with 25 df is 2.06. S ince t,
41 

is less than chis 
value, there is no evidence against H

0
• Hence, the observed difference in mean life of bulbs of the two 

batches can be regarded as due to fluctuations of sampling. 

When the Hypothesized Difference is not Zero 

Let H0: µ 1 $; µz + k against Hg: µ 1 > A + k, where k is constant. The above can also be written as. 

H
0

: µ 1 - A ~ k against H.: µ 1 - µ2 > k 

Thus we can write 

In a similar way, we can write the expressions for t,.1 under different situations. 

Example 5. 18: A sample of 100 electric bulbs of 'Philips' gave a mean life of 1500 hours with a 

standard deviation of 60 hours. Another sample of 100 electric bulbs of "HMT" gave a mean life of 

1615 hours with a standard deviation of 80 hours. Can we condude that the mean life of 'HMT' bulbs 

is greater then that of 'Philips' bulbs by 100 hours? 

We can write 

Z 
= I1615 - 1500-lOOI 

,., ~---;=====- = 1. 5 
80

2 
602 

- +
JOO 100 

Since z,., < 1.645, we accept H
0 

at 5% and say that the difference in mean life of 'HMT' bulbs and 

char of 'Philips' bulbs is less than or equal to l 00 hours. 
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Difference between Proportions for Large Samples 

Suppose we have two populations with proportions equal to P 1 and P2• Suppose further that we take aH 
possible samples of size n

1 
and n

2
• And finally, suppose that the following assumptions are valid. 

• The size of each population is large relative to the sample drawn from the population. That is, N 
1 

is large relative to n1, and N2 is large relative to I½· (In this context, populations are considered to 
be large if they are at least 10 times bigger than their sample.) 

• The samples from each popul:>.:ion are big enough to justify using a normal distribution to model 
differences between proportions. The sample sizes will be big enough when ,the following conditions 

are met: I'i ;?, 10, fZi (l -I-D;?, I 0, nif~ ;?, 10, and n2(l -Pi,) ;?:10. 

• The samples are independent; that is, observations in population I are not affected by observations 
in population 2, and vice versa. 

Given these assumptions, we know the following. 

• The set of differences between sample proportions will be normally distributed. We know this 
from the central limit theorem. · 

• The expected value of the difference between all possible sample proportions is equal to the difference 
between population proportions. Thus, E(p

1 
- p

2
) = P

1 
- P 

2
• 

• The standard deviation of the difference between sample proportions (er) is approximately equal to: 

er d = sq rt{ [ Pi ( 1 - P1 ) / n 1 ] + [ P2 ( 1 - P2 ) / n 2 ] } 

le is straightforward to derive the last bullet point, based on material covered in previous lessons. 
The derivation starts with a recognition that the variance of the difference between independent random 
variables is equal to the sum of the individual variances. Thus, 

If the populations N I and N
2 

are both large relative to n1 and n2, respectively, then 

er~= P1(1 - P1 ) / n 1 

Therefore, 

And 

er; = [P1(1 - P1) / n 1] + [Pi(l - P2 ) / n2 ] And 

cid = sqrt{[P1(1 - P1) / 0 1] + [P2 (1 - P2 ) / n2 ]} 

Example 5.19: Suppose the Cartoon Network conducts a nation-wide survey to assess viewer attitudes 
toward Superman. Using a simple random sample, they select 400 boys and 300 girls to participate in 

the study. Forty percent of the boys say that Superman is their favorite <:haracte~ compared to thirty 
percent of the girls. What is the 90% confidence interval for the t rue difference in attitudes toward 
Superman? 

(A) 0 co 20 percent more boys prefer Superman 

(B) 2 to 18 percent more boys prefer Superman 

(C) 4 to 16 percent more boys prefer Superman 



(D) 6 to 14 percent more boys prefer Superman 

(E) None of. the above 

Solution 
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The correct answer is (C). T he approach chat we used to solve this problem is valid when the following 
conditions are met. 

• The sampling method must be simple random sampling. This condition is satisfied; the problem 
statement says that we used simple random sampling. 

• Both samples should be independent. This condition is satisfied s ince neither sample was affected 
by responses of the other sample. 

• The sample should include at least 10 successes and 10 failures. Suppose we classify choosing 
Superman as a success, and any other response as a failure. Then, we have plenty of successes and 
failures in both samples. · 

• The sampling distribution should be approximately normally distributed. B~cause each sample 
size is large, we know from · the central limit theorem rhac the sampling distribution of the difference 
between sample proportions will be no rmal or nearly normal; so this condition is satisfied. 

Since the above requirerrlehts are satisfied, we can use the following four-step approach to construct 
a confidence interval. 

• ldencify a sample statistic. Since we are cryin g to estimate the difference between population 
proportions, we choose the difference between sample proportions as the sample statistic. Thus, 

the sample statistic is Pbor - Pg,,t = 0.40 - 0.30 = 0.10. 

• Select a confidence level. In this analysis, the confidence level is defined for us in the problem. We 
are working with a 90% confidence levd. 

• Find the margin of error. Elsewhere on this sire, we show how to compute the margin of error 
when the sampling dimibutioo is approximately normal. The key steps are shown below. 

• · Find stand ard deviation or standard errot. Since we do not know the population proportions, we 
cannot compute the standard deviation; insrud, we compute the standard error. And since each 
population is more than 10 t imes larger than its sample, we can_ use the following formula to 
compute the standard error (SE) of the difference between proportions: 

SE = sqrt{ [p
1 

,.. (1 - p) I n,1 + [p2 * (J - p2) / n2] } 

SE = sqrt{ [0.40 • 0.60 I 400] + [0.30 • 0.70 I 300] l 
SE sqrt[ (0.24 I 400) + (0.21 / 300) ] = sqrt(0.0006 + 0.0007) = sqrt(0.0013) = 0.036 

• Find critical value. The critical value is a factor used to compute the margin of error. Because the 
sampling distribution is approidmatcly normal and the sampfe si_zes are large, we can express the 
critical value as a z score by following these steps. 

❖ Compute alpha (a): Cl "' I - (confidence level / l 0Q) ; 1 - (90/100) = 0. 10 

❖ Find the critical probability (p*): p" = 1 - o./2 = 1 - 0.10/2 = 0.95 

❖ The critical value is the z score having a cumulative probability equal to 0 .95. From the 
Normal Disuibution Calculator, we find that the critical value is 1.64 5. 

http:sqrt(O.OO
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• Compute margin of error (ME): ME = critical valoe * standard error= 1.645 • 0.036 =; 0.06

• Specify the confidence interval. The range of the confidence interval is defined by the sample
statistic .±. margin of error. And the uncertainty is denoted by the confidence level.

Therefore, the 90% confidence interval is 0.04 to 0.16. That is, we are 90% confident that the true 
difference between population proportions is in the range defined by 0.10 + 0.06. Since both ends of 
che confidence interval arc positive, we can conclude that more boys than girls choose Superman as their 
favorite cartoon character. 

Check Your Progress 2 

Fill in the blanks: 

1 . If s1 and s2 are not known, their , ........ based on samples are used.

2. Often population proportion p is unknown and it is estimated on the basis of ........... . 

3. If s 1 and s
2 

ate known, use .................... ..

5.7 SUMMARY 

1 . Population Mean 

(i) Compute, where when s is known or when s is unknown but n > 30.

(a) Reject H
0 

if lzl > z./2

(b) Reject H
0 

if/&> � when H
0 

: m :S m0 against H. : m > m.
0 

(c) Reject H
0 

if z < - z. when H
0 

: m. � m
0 

against H. : m < m
0 

(ii) Compute, whens is unknown but n � 30.

(a) Reject H0 if M > t/2, (n - 1}

(b) Reject H
0 

if t > 1
.,

(n - 1)

(c) Reject H
0 

if t < - t
.,

(n - 1)

2. Difference of Means

(i) Compute, where when s 1 and s
2 

are known or when s1 and s
2 

arc unknown but n 1 , n2 >30.

(a) Reject H
0 

if lzl > z/2 when H
0 

; m
1 

= m
2 

against H. : m 1 * 
m

2 

(b) Reject H
0 

if z > z.

(c) Reject H
0 

if z < - z.

when H0 : m1 � m
2 

against H. : m 1 > m2 

when H
0 

: m
1 

� m2 against H. : m 1 < m 2 

(ii) Compute, where and or compute (paired t-test), where, when s1 and s
2 

are unknown but n 1 , 

"2 s 30

{a) Reject H
0 

if I� > t,/2, (n - 1) when H0 : m 1 = m
1 

against H. : m 'I' m
1 

(b) Reject H0 if t > t
., 

(n - 1)

(c) Reject H
0 

if t < - r
., 

(n - 1)

when H0 : m 1 � m
2 

against H. : m 1 > m2 

when H
0 

; m, � m2 against H. ; m 1 < m 2 
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3. Proportion

Compute, where np
0
, n(l - p

0
) > 5.

(a) Reject H
0 if lzl > z)2 when H

0 
: p = p0 against H. : p I p0 

(b) Reject H0 if z > z. when H0 : p £ p0 against H. : p > p0 

(c) Reject H
0 

if z < - .z. when H
0 

: p ' p
0 

against H. : p < p
0 

4. Difference of Proportions

Compute, where, and nJJ
1
, n,q,, nJJ

2
, n

2
q

2 
> 5.

(a) Reject H
0 

if lzl > z/2 when H
0 

: p
1 

= p
2 

against H,, : p
1 

'I= p
2 

(b) Reject H
0 

if z > z.

(c) Reject H
0 

if z < - z.

5. Standard Deviation

(i) Compute, when n $ 30.

when H
0

: p 1 � Pi against H. : p 1 
> p1 

when H
0 

: p
1 

� p
2 

against H,, : p
1 

< p
2 

(a) Reject H0 if c2 > c20.5a, (n - 1) (or < c2(1 - 0.5a)) when H0 : s = s
0 

against H
0 

: s 1 s0 

(b) Reject H
0 

if c2 > c1-a, (n - 1) when H
0 

: s £ s
0 

against H
0 

: s > s
0 

(c) Reject H
0 

if c2 < c1a, (n - 1)

(ii) Compute, when n > 30.

(a) Reject H
0 

if lzl > z/2

(b) Reject H0 if z > i.

(c) Reject H
0 

if z < - i.

5.8 KEYWORDS

• Hypothesis

• Two-tailed

• Analysis plan

• Significance level

• 'J:ype 11 error

5.9 REVIEW QUESTIONS

when H
0 

: s = s0 against H. : s '# s0 

when H
0 

: s .s; s
0 

against H. : s > s0 

when H
0 

: s � s
0 

against H. : s < s
0 

• One-tailed

• Null hypothesis

• P-vaJue

• Type I error

I. A manufacturer of ball-point refills claims that the manufactured refills have a mean life of 40
pages with a S.D. of 2 pages. A purchasing agent selects a sample of 100 pens and puts them for
test. The mean writing life for the sample was found to be 39 pages. Should the purchasing agent
reject the manufacturer's claim at 5% level of significance?

2. Certain motor oil is packed in tins holding S litres each. The filling machine can maintain this but
with a S.D. of0.15 litre. Two samples of 36 tons each arc taken from the production line. If the
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sample means are 5.20 and 4 .95 litres respectively, can we be 99% sure thar rhe sample have come 
from a population of 5 liters? 

3. A company selects 9 salesmen at random and their sales figures for the previous month are recorded. 
These salesmen then undergo a course devised by a business consultant and their sales figures for 
the following month are compared as shown in the following table. Has the training course caused 
an improvemenr- in the salesmen's ability? Lee the level of significance be 5%. 

4. A random sample of 12 families in one ciry showed an average monthly food expenditure -of Rs 
1,380 wich a $. D. of Rs 10 0 and a random sample of 15 families in another city showed an 
average monthly food expenditure of Rs 1,320 with a S.D. of.Rs 120. Test whether rhe difference 
between the two means is significant at 5% levd of significance? · 

5. A normal population is supposed to have a mean of 3 ems and a S.D. of 2.31 ems. A sample of 900 
members is found co have a mean of 3.24 ems. Can it be regarded as a simple random sample 
drawn from this population? 

6. A radio shop ~ells, on an average, 200 radios per day with a standard deviation of 50 radios, After 
ao extensive advertising campaign, the management will compute the average sales for the next 25 
days co see whether an improvement has occurred. Assume that the daily sales of radios are normally 
distributed. 

(i) Write down the null and alternate hypo thesis. 

(ii) Test the hypothesis at 5% level of significance if= 216. 

(iii) H ow large must be in order chat the null hypothesis is rejected at 5% level of significance? 

7. A .firm found with the help of a sample survey of a city (sample size 900) chat 314th of the 
population consumes things ptoducc:d by it. The firm then advertised the goods in newspaper and 
radio. After one year, a sample of size 1,000 reveals chat the proportion of consumers of the goods 
produced by che-fom is 4/5. Is this rise significant to indicate that the advertisement was effective? 

8. In a year, there are 956 births in town A, of which 52.5% were males while in town A and B 
combined, this proportion in a total of 1406 births was 0.496. Is there a signjficant difference in 
the proportion of male b irths in the two rowns at 5% level of significance? 

9. Sky Packets guarantee that 90% of their deliveries are on time. fn a recenc week, 81 deliveries were 
ma,de of which 6 were late. Sky Packet's Managing Director says with 95% confidence that there 
has been a significant improvement in deUveries. Should the Managing Director's statement be 
accepted? 

10. A company has its head office at Calcutta and a branch office at Mumbai. The personal director 
wanted to know if the workers at the two places would like the introduction of a new plan of work 
and consequendy a survey was conducred for this purpose. Out of a sample of 500 workers ac 
Calcutta, 62% favoured the new plan. At Mumbai, out of a sample of 400 workers, 4 l % were 
against the new plan. Is there any significant difference between the two groups in their attitudes 
towards the new plan at 5% levd of s ignificance? 

11 . A stock broker claims that he can predict with 80% accuracy whether the value of a stock will rise 
or faJI during the coming month. ~ a test he predicts che outcome of 40 srocks and is correct in 
28 of the predictions. Does this evidence support the stock broker's claim? 

12. Two independem random samples, one of 12 observations with mean 15 and sum of squares of 
deviations from mean equal co 135 and another of 16 observations with mean 22 and sum of 
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squares of deviations from mean equaJ to 250, were obtained from rwo normal populations. Tm at 
5% level of significance whechcr the two samples can be regarded to have come from the same 
population? 

13. Test the hypochesis chat s = 8, given that S"' 10 for a random sample of size 51. Also construct
95% confidence interval for s.

14. The standard deviation of a random sample of 25 observations from a normal population was
computed to be 8.

(i) Test tbe hypothesis that population standard deviation is 12.

(ii) Construct-a-95% confidence interval for the population variance.

1 S. A random sample of 20 observations shows a standard deviation of 6. 

(i) Test the hypothesis· that population standard deviation is greater than 7.
' 

. 

(ii) Obtail'J. 95% fidudaJ limits of popu1arion �tandard .deviation.

Answers-to Check Your-Progress 

Check Your Progress 1 

1. Analysis plan

2. Alternative hypothesi�

3. Type I

Check Your Progress 2 

1. Estimates

2. Samples

3. Standard normal test
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6.1 CHI-SQUARE TEST OF INDEPENDENCE 

We know that if Xis a random variate distributed normally with mean µ and standard deviation a, then 

X - µ . d cl aJ . S f . 2 (x - 1,1.)2 "f d" "b cl 1 • .z = -
0

- 1s a stan ar norm variate. quare o z, l.t., z = 
cr2 

1 1stn ute as X - variate 

with one degree of freedom and is written as x:. Further, the value of X�, a squared value., wilJ lie 
belWeen Oto oo, for z lying belWeen - oo to oo. Since most of the z-values are dose to zero, the probabi]iry 

2 2 

densiry of X will be highest near zero. The X distribution with one degree of freedom is shown in 
Figure 6.1.

Generalising the above result, we can say that if X1, J,; ...... X. are n independent normal variates
each with mean µ; and standard deviations u,� i = l, 2, ...... n, respectively, then the sum of squares

(X - )
2 

" 2 " i µ, . y l • 'th d ff d . y 2 
Th _L 1 . 

L...z, = L... 2 
1s a ,._ variate w1 n egrees o ree om, 1.e., "-n. us, we can say uiat Xn 1s

cr, 
sum of squares of n inclepenclem standarcl normal varia.te. 

0 

UMHIIMI 
Chi-square Test of 

Independence 

ldf 
2d .. 

3df 

Features of t..2 Distribution

I. The distribution has only one parameter, 1.e., number of degrees of freedom or d.f
(in abbreviatecl form) which is a positive integer.

2. We may note char as the d.f. increases, the height of the probab,ilicy densiry function decreases.
The clisrribution is positively skewecl and rhe skewness decreases .as d.f increases. For large values
of d.f, the discriburion approaches normal distribution. The curves for vatiou.s d.f are shown in
Figure 6. l.

3. The mean of x.!, i.e., E{x_!)= n and its variance:. 2n, where n"' df

4. Additive property
2 . 2 

The sum of lWO independent X variates is also a X variate with degrees of freedom equal to the
sum of their individual degrees of freedom.
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2 2 
If Xn and Xm arc two indcpcndcm random variates with n and m degrees of freedom respectively, 

then X~ + X~ is also a X 
2 

variate with n +. m degre~ of freedom. 

Remarks: 

I . The degrees of freedom is defined as the number of independent random variables. If n is ,the 
number of variables and k is the number of restrictions on them, .the degrees of freedom are said to 
be n - k. 

2. On the basis of the definition of degrees of freedom, given above, ~e can say chat f (X; -X)2 

I~I 0: 

is a X2 variate with (n - 1) 4cgrees of freedom. 1t may be pointed out here that one degree of 
freedom is reduced because for a given value of X, the number of independent ·variables is (n - 1). 

Sampling Distribution of Variance 

Using x.2-distribution, WC can construct the sampling distribution of S2 ~ _!_ I(x, -xY. 
n 

Let X,, ~ ...... X,. be a random sample of size n from a normal popuJation with mean µ and variance 
d-. We can write 

X;- µ =(X,-X)+(X-µ) 
Squaring both sides and caking sum over aU the n observations, we get 

i:(xi - µ)2 = i:(x;-x)2 + f(x - µ)2 +2f(x;-x)(x- µ) 
i-=1 l•l i•l i•l 

= i:(x; -xf +n(x - µ)2 +2(x-µ)f (x; - X) 
i= I i""'I 

We note that the last term is ·zero. Therefore, we have 

i)x;-µ)2 = i(x; -xr +n(X-µ)2 
Jal ial 

Dividing both sides by d'-, we get 

t.(x1 ~µ)2 ; ~(xi-xr T n(x- µ)2 
cr2 cr2 crz 

or cr2 crz 
2 2 2 

= X,. -X.1 = X,.-1 

I(x,-xy nS2 

Thus, ~-----or is a z1-variate with (n - 1) d.J 
crz crz 



Mean and Standard Error of 9 

Since rhe random variable 
115

2

2 

is a ,r-variate with (11 - 1) d.f, 
(1 

therefore £[ �
2

2
] = n -1 or ;1 E( 52 ) = n - 1.

( ) 
n -1 

Thus, we have E 52 =-· --cr2 

n 
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Further, if WC define/ ;::-
1
-�::(X; -x.r so that/ =-

71--5 2 , we ha-Ye
n-l n-1 

( 
2
) 

n 
( 

2
) 

n 11-l 1 2 E s ;:: -- · E 5 == -- · -- • a = a (Sec Remarks 2 below). 
n-l n-1 n 

To find variance of S2
, we make use of the fuct that variance of nS: is 2(n - I). This implies that

(1 

Further, variance of s2 
= nriance of (-"'-· 52) • This gi�

n-1 

( ) 
,,2

( ) 
n2 2 ( n - l) 4 2 � 

Var s2 ;:---•Var 52 =---x�--·cr =--·a
(,, - 1 )

2 

( /IJ -1 )
2 ,,2 

7f -1 

Rtmar-lu: 

I. The distributions of X,2 and Sl are based upon the assumption chat the parent population is
normaJ. If the parent population is not normal, it is not possible m comment upon the narure of
the distribution of the above scatistia.

2. It will be discussed in the following chapter that when expected vaJue of a statistic equals the vaJue
of parameter, it is said to be an unbiased estimate of the parameter.

6.2 THE STUDENT
1

S T-DISTRIBUTION 

Lee X 1 , X, ...... X. be n independem random nriables from a normaJ population with mean m and 
standard deviation s (unknown). 

( 
J 

1 �
( 

-)1 � 
When s is not known, it is estimated by s, the sample standard deviation ls = 11 _ 1 .£..J X, - X ) .
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In such a case we would like to know the exact distribution of the statistic ~ Fn and the answei to this 

is provided by t ~ distribution. 

X-µ 
W.S. Gosset defined t statistic as t = --y- which foUows t - distribution with (n - I) degrees of 

slvn 

freedom. 

Features of t- distribution 
1 

l. Like 'X. - distribution, t - distribution also has one parameter v"' n - 1, where n denotes sample 

2. 

3. 

4. 

5. 

size. Hence, this discribution is known if n is known. 

Mean of the random variable t is zero and standard deviation is ✓ v , for v > 2. 
v-2 

The probability curve of r - distribution is symmetrical about the ordinate at t = 0. Like a normal 
varfable, the t variable can take a ny value from - oo to oo. 

The distribution approaches normal d istribution as the nY ·:ber of degrees of freedom· become 
large. 

' 2 
The random variate t is defined as the ratio of a standard normal variate to the square root of 'X. -

variate divided by its degrees of freedom. 

X - µ (x - µ)✓n 
To show this we can write t = s I ✓n = 

s 

Dividing numerator and denominator by s, we get 

(x- µ)✓n (x-µ) (x-µ) 
t = er _ al✓n _ al✓n 

! - ✓/'/02 - r(x1 -x)2 
(J 

(J2 n - 1 

(x- µ) 
= a / ✓n Standard Nonna! Variate g .Jx,2

-variate 
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distribution with 4 d.f 

0 tandz 

iiffiiii� 
t-distribution

6.3 SNEDECOR'S F- DISTRIBUTION

Let there be two independent random samples of sizes n 1 and n2 from two normal populations with 

2 I �( - )2 i 1 �( - )2 
variances 0'1 

2 and 0'
2 
2 respectively. Further, let S1 =

"1 
_ 1 � X1, - X, and Sz = nz _ 1 � X2; -- Xz be

the variances of the first sample and the second samples respectivdy. Then F - statistic is defined as the 
2 

ratio of two X - variates. Thus, we can write 

Check Your Progress 1 

Fill in the blan.lu: 

1. The distribution has only one parameter, i.e., number of ................ which is a positive 
integer, 

2. The degree.5 of freed.om are defined as the number of ..................... variables. 

6.4 CHI-SQUARE TEST 

2 

Uses ofX Tat 

In addition to the use of ·,_2 in cesrs of hypothesis concerning the standard deviation, it is used as a test

of goodness of fit and as a resr of independence of two attributes. These tests are explained in the 
following secrions. 
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x
2 

- test as a Goodness of Fit 

X.2 
-test can be used to test, how far the fitted or the expected frequencies are m agreement with the 

observed frequencies. We know that for large values of n, the sampling distribution of X, the number of 

X - mt 
successes, is normaJ with mean np and variance mt{l -1t). Thus, z = .J ( ~ N(0,1). 

mt l-1t) 

Further, square of z is a X,
2 

- variate with one degree of freedom. We can write 

Z 2 -- (X -n1t)2 --(·X-n1t)2 [(l- 1t)+ n] ) (·: 1 = 1 - 1t + 1t 
n1t(l-1t) n1t{l-1t) 

=(X-nn)2[-I + 1 ]= (X - nn)2 + (X - nn)2 
n1t n(1-1t) nn n(l-1t) 

(X-n1t)2 
We can write ~-~-

n(l - 1t) 
(X - n + n - mt)2 

n(I - 1t) 
[(X-n)+n{l-rt)J 

n(l-1t) 

_ [(n-X)~n(I-1t)j _ [(n-X)-E(n -x)J 
- n(l-n) - E(n-X) 

(X-mt)2 
Similarly _,_ _ _,__ 

nn 

[ X- E(X)j 
E(X) 

[X-E(X)J [(n-X) - E(n-X}J 
Thus, equation (1) can be written as z

1 = ( ) + ( ) 
EX E n-X 

··· ·· ··(l) 

Here X denotes the observed number of successes and (n - X) the observed number 
of failures. 

Let 0 1, £ 1 denote the observed and expected number of successes respectively an d 
Oi, E

2 
denote the observed and expected number of failures respectively. 

2 (q - E.)2 (02- E2)2 l 
z = -=------'--+ -'-------'- is a X - variate with 1 d.f 

El E2 

Also we note that 0 1 + 0 2 = £
1 

+ £
2 

= n. 

The above result can be generalised for a manifold classification. If a pqpulation is diyjded into k 
mutually exclusive classes with observed and expected frequencies as 0 1, Oi, ...... o,, and E1, £2, ••• ••• E• 

2 ./;;,(0.-E.)2 2 
respectively, then X = L.., ' ' is a X -va riate with (k - 1) d.f Here again we have 

i :l E; 

" " L0i =LE,= N (tocaJ frequency). 
i= I i c l 
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Remarks: 

I . The above result would hold, approximately, for aoy type of population provided E; s are sufficiently 
large. The approximation is satisfactory if each ~ ~ I 0, for k = 2 and each E

1 
~ 5 for k > 2. The 

difficulty of small ceJI frequencies can also be overcome by merging adjoining classes. Tbe degrees 
of freedom would depend upon the number of classes after regrouping. 

2. When there is perfect agreement between the observed and expected frequencies (to be taken as 

H0), i.e., each O; is equal to E,., i = l, 2, ..... k, the value of X2 = 0. This implies that the null 

hypothesis can be rc:je-.cted only if the value of x, 2 statistic is significantly large. Thus, the tests of 

goodness of fit are only one tailed tests with critical region lying in right hand tail of the x2 
-

distribution. 

3·. When the population is not completely specified, i.e., one or more of its parameters are to be 

estimated from the sample, the degrees of freedom of x2 would be further reduced by the number 

of parameters estimated. 

4. When the degrees of freedom are greater than 30, the sampling distribution of ✓2 X2 is normal 

with mean Ji;, and standard error equal to unity. 

5. Alternatively, the x2 statistic, given above, can be written as 

Illustration 6.1: 300 digits were chosen from a table of numbers and the following frequency distribution 
was obtained: 

Digit 

Frequency 

0 1 2 3 4 5 6 7 8 9 
26 28 33 32 28 37 33 30 30 23 

Test the hypothesis that the digits are uniformly distributed over the table. 

Solution: When ~ is true, the expected frequency of each digit would be 30. 

The value of x_2 from table for 5% level of significance and 9 d.f. is 16.92. Since the calculated value 

is less than tabulated, there is no evicfence against H
0

• Thus, the distribution of numbers over the cable 
may be treated as uniform. 

Illustration 6.2: A sample analysis of examination results of 200 M.B.A.'s was made. Ir was found that 
46 students had failed, 68 secured a third division, 62 secured a second division and the rest were 
placed in the fir-st division. Pue these figures commensurate with the general examination result which 
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is in the ratio of 2 : 3 : 3 : 2 fo r the various categories, respectively? (Given: Table value of chi-square for 
3 d.f at 5% level of significance is 7.8 1.) 

Solution: H
0

: The students in various categories are distributed in the ratio 2 : 3 : 3 : 2. 

The expected number of students, under the assumption that H
0 

is true, are: 

2 
expected number of failures = x 200 = 40 

(2+3+3+2) 

3 
expected number of third divisioners = - x 200 = 60 

10 ' 

3 
expected number of second divisioners = - x 200 = 60 and 

10 

expected number of first d ivisioners =]_ x 200 = 40 
10 

h 2 ( 46 - 40 )2 ( 68- 60 )2 ( 62- 60 )2 
Thus, we ave X = ~-~-+ --'---~-+ 

40 60 60 

(24- 40)2 

40 
8.44. 

Since this value is greater than the tabulated value, 7.81, for 3 d.f and 5% level of significance, H
0 

is rejected. 

Illustration 6.3: A survey of 320 families with 5 children each revealed the following distribution: 

No. of boys 

No.of girls 

No. of families 

5 4 3 2 1 0 

0 I 2 3 4 5 

14 56 110 88 40 12 

Is the result consistent with the hypothesis that. male and female births are equally probable? 

Solution: Assuming that H
0 

(i.e., male and female births are equally probable) is true, the expected 

number of families having r boys (or equivalently 5 - r girls) is given by E, = ;20 x 5C, ( ½) 
5 

= 10 x 5C, . 

On substituting r-= 5, 4, 3, 2, 1, 0, the respeccive expected frequencies are 10, 50, 100, 100, 50 and 
I 0. 

2 (14 - 10)2 (56 - 50)2 (110-100)2 (88-100)2 (40-50)2 (12 - 10)2 
· X - ---+ --- + -'----_,__+ ...o.-----"- +-'----=--+ .c....---=- = 7.16. 
. . - l 0 50 100 l 00 50 l 0 

The value from cable for 5 d.f. ac 5% level of significance is 11.07, which is greater rhan the 
calculated value. Thus, there is no evidence against H

0
• 

Illustration 6.4: The record for a period of 180 days, showing the number of electricity failures per day 
in Delhi are shown in rhe foUowing t.able: 



No.of failures 

No.of days 

0 1234567 

12 39 47 40 20 17 3 2 
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Determine, by using fl- test, whether the number of failures can be regarded as a Poisson variate? 

Solution: We have to test H/ No. of failures is a Poisson variate against H,: No. of failures is not a 
Poisson variate. · 

The mean of the Poisson distribution is 

Ox 12+lx39+2x 47+3x 40+ 4x 20+ 5x 17+ 6x 3+ 7x 2 
m =----------------------= 2.5 

180 

The computations of fl are done in the following table: 

No.% Expected Observed (01-£;)2 
Jami ies freq.(£, ) Jreq.(Oi ) E; 

0 180 xe -u =14. 76 12 0.52 
1 Eo x2.5= 36.9' 31) 0.11 
2 Ei x2.5/2=46.17 47 0.01 
.3 ~ xl .5/3=38.48 40 0.06 
4 Es x2.5/ 4 = 24.Cf> 20 0.68 
5 E, x2.5/5=12.a2 17 2.06 

6 ormore by differmce = 7.58 5 0.88 

Total 180 ·x.1=4.32 

The value of x2 from table at 5% level of significance and 5 df is I 1.07. Since the calculated value 
i$ less than the tabulated value, there is no evidence against H

0
• 

x2 
• test as a Test for Independence of Two Attributes 

Let us assume that a population is classified into m mutually exclusive classes, Al' A
2

, ..... . A,,., according 
to an attribute A and each of these m classes are further classified into n mutually exclusive classes, like 
A,B

1
, A,B2' ...... A,B., etc., according to another attribute B. 

If 0.. is the observed frequency of AB., i.e., (A.B) "" O.. the above classification can be expressed in 
IJ ' J I I I] 

form of following tabJe, popularly known as contingency tabJe. 

B ➔ n. B2 Bn Total AL 
. .... . 

Ai o •• 0,2 ...... 
01n (A,) 

A2 021 022 ....... 02n (A2) 
...... : . . 

A,,, 0,..1 0,,,2 ...... o,,.n (Am) 
Total (B1) (B2) ...... (B.J N 

Assuming that A and, B are independer, we can compute the expected frequendes of each cell, i.e., 

)( ) ( 'f ( A. B . "' n O.. - E .. 
E. = ' ' . Thus, x,2 =LL· 1J · tJ would be a fl-variate with (m - l)(n - 1) d.f. 

q N /al Jal £7 
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Remarks: The expected frequencies of some cells may be obtained by the application of the above 
formula while the remaining cell frequencies can be obtained by subtraction. The minimum number of 
cell frequencies, that must be computed by the use of the formula, is equal to the degrees of freedom of 
the ,i statistic. 

Illustration 6.5: The employees in 4 different firms are distributed in three skill categories shown in die 
following table. Test the hypothesis that there is no relationship between the firm and the type of 
labour. Let the level of significance be 5%. -

Firm ➔ 

Type of labour ,!, 
A B C D 

Skilled 24 24 23 49 

Semi-skilled 32 60 37 51 

Manual 24 56 40 80 

Solution: H
0

: T here is no relation between the firm and the nature of labour. 

Calculation of Expected Frequencies 

Firm ➔ 

labour-!, 
A B C D Total 

80 X 120 140 X 120 100 X 120 180 X 120 
Skilled 500 500 500 500 120 

= 19.2 =33.6 === 24.0 =43.2 

80 X ]80 140 X 180 100 X }80 180 X 180 
Semi-skilled 500 500 500 500 180 

=28.8 = 50.4 =36.0 =64.8 

80 X 200 140 x 200 100 X 200 ]80 X 200 
Manual 500 500 500 500 200 

=32.0 =56.0 =40.0 = 72.0 

Total 80 140 100 180 500 

We note that the totals of corresponding rows or columns are same for the observed as well as the 
expected frequen_cies. · 

From the observed and the expected frequencies, we get _t = 12.81. Further, the value of ;f from 
the table for (4 - 1)(3 - 1) = 6 d.f. and 5% level of significance is 12.59. Since the calculated value is_ 
greater than the rabulated value H0 is rejected. 

Illustration 6.6.· Samples of household income were taken from fo ur cities. Test whether the cities are 

homogeneous with regard to the distribution of income? 
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Cities ➔ 

lncome(Rs) -1-
A - B C D Total 

Under 3000 10 15 15 10 50 
3000-5000 5 10 15 10 40 

Over 5000 15 15 10 20 60 

Total 30 40 40 40 150 

Solution: H0: Various cities are homogeneous with regard to the distribution of income. 

Computation of Expected Frequencies 

Cities ➔ 

Income(Rs) ..I, 
A B C D Total 

Under3OOO 10.00 13.33 13.33 . 13.33 50 
3000-5000 8.00 10.67 10.67 10.67 40 

Over5O00 12.00 16.00 16.00 16.00 60 

Total 30 40 40 40 150 

Note that the expected frequencies for city A. under various income groups, are computed as 

3o x 5o = 10.00, 
30 

x 
40 

8.00 and 
30 

x GO 12.00. Other frequencies have also been computed in a 
150 150 150 

similar manner. 

Using the observed and expected frequencies, the value of r = 8.28. 

Further, the value of r from cables for 6 d.f. at 5% level of significance is 12.59. Since the calculated 
value is less than th~ tabulated value, there is no evidenc;e against H

0
• 

The value of r for a 2 x 2 Contingency table 

a b a+b 

For a 2 x 2 contingency table, C d c+d , the value of r can be directly 

a+c b+d a+b+c+d =N 

computed with the use of the following formula: 

2 
N(ad-bc )2 

. 

X = (a+b)(a+c)(b+d)(c+d) 

Yate 's Correction for Continuity 

We know that ;r is a continuous random variate but the frequencies of various cells of a contingency 

(o £)2 
cable are integers. When N is large, the distribution of L - is approximately ;r. However, the . E 
corrections for continuity are required when N is small. Yates has suggested the following corrections for 
continuity in a 2 x 2 contingency tabJe: 
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If ad> be, ceduce a and d by½ and increase band e by½. Similarly, If ad < be, increase a and d by 

1 and decrease b and c by ½ .Thus, .the contingency tables in the two situations become 

a-! b+! a+! b- ! 
2 2 2 2 

and - -+--- respectively. 

c+! d-! c-! d+! 
2 2 2 2 

N(lad - bel- Nr 
The value of ;t can now be obtained as r; = ( )( )( ~ . 

a+b a+c b+d (c+d) 

Brand and Snedecor formula for a 2 x r Contingency table 

A➔ 

BJ- /4 ~ ... A, Total 

For a 2 x r contingency cable, Bl 4i 4 2 I 
... a, 4 , the value of .t can be directly 

82 bl bz ... b, b 

Total "i "1 ... n, N 

computed by the use of the following formula: 

N 2 ( r 2 2\ 
2 "a. a I 

X = -l.i--' --) with (r - 1) d.f. 
ab ;~1 n; N . . 

Illustration 6.7: In a recent diet survey, the following results were obtained in an Indian cicy: 

No. of families Hindus Muslims Total 

Tea takers 1236 164 1400 

Non-tea takers 564 36 600 

Total 1800 200 2000 

Discuss whether there is any significant difference between the two communities in the matter of 
taking tea? Use 5% level of significance. 

Solution: The null hypothesis to be tested can be written as H0: There is no difference between the two 
communities in the matter of taking tea. 

. 2 2000(1236 X 36-164 X 564)2 
Using the direct formula, we have X = 

4 
= 15.24. 

} 00 X } 800 X 200 X 600 

The value of z- from cable for l dJ. and 5% level of significance is 3.84. Since the calculated value 
is greater than the tabulated value, H

0 
is rejected. 
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6.5 PRACTICAL IN EXCEL SOLVER SPSS 

CHI-SQUARED GOODNESS-OF-FIT TEST 

NULL HYPOTHESIS HO: DISTRJBUTION FITS THE DATA 

ALTERNATE HYPOTHESIS HA: DISTRIBUTION DOES NOT FIT THE DATA 

DISTRIBUTION: NORMAL 

SAMPLE: 

NUMBER OF OBSERVATIONS = 1000 

NUMBER OF NON-EMPTY CELL5 = 24 

NUMBER OF PARAMETERS USED = 0 

TEST: 

CHI-SQUARED TEST STATISTIC .. 17.52155 

DEGREES OF FREEDOM = 23 

CHI-SQUARED CDF VALUE = 0.217101 

ALPHA LEVEL CUTOFF CONCLUSION 

10% 32.00690 ACCEPT HO 

5% 35.17246 ACCEPT HO 

l % 41.63840 ACCEPT HO 

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY, 

AND EXPECTED FREQUENCY 

WRITTEN TO FILE DPSTlF.DAT 

0 Normal chi-square goodness of fit test y2 ... 

CHI-SQUARED GOODNESS-OP-FIT TEST 

NULL HYPOTHESIS HO; DISTRIBUTION FITS THE DATA 

ALTERNATE HYPOTHESIS HA: DISTRJBUTION DOES NOT FIT THE DATA 

DISTRlBUTJON 

SAMPLE: 

NOR..\.1AL

NUMBER OF OBSERVATIONS = l000 

NUMBER OF_ NON-EMPTY CELLS = 26 

NUMBER OF PARAMETERS USED = 0 

TEST: 

CHI-SQUARED TEST STATISTIC "' 2030.784 

DEGREES OF FREEDOM = 25 

CHI-SQUARED CDF VALUE = l.000000 
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ALPHA LEVEL 

10% 

5% 

CUTOFF 

34.38158 

37.65248 

CONCLUSION 

REJECT HO 

REJECT HO 

l % 44.31411 REJECT HO 

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY, 

AND EXPECTED FREQUENCY 

WRITTEN TO FILE DPSTlF.DAT 

** Normal chi-square goodness of fit test y3 ** 

CHI-SQUARED GOODNESS-OF-FIT TEST 

NULL HYPOTHESIS HO: DISTRIBUTION FITS THE DATA 

ALTERNATE HYPOTHESIS HA: DISTRIBUTION DOES NOT FIT THE DATA 

DISTRIBUTION: NORMAL 

SAMPLE: 

NUMBER OF OBSERVATIONS = 1000 . 

NUMBER OF NON-EMPTY CELLS = 25 

NUMBER OF PARAMETERS USED = 0 

TEST: 

CHI-SQUARED TEST STATISTIC = 103165.4 

DEGREES OF FREEDOM = 24 

CHI-SQUARED CDF VALUE = 1.000000 

ALPHA LEVEL CUTOFF CONCLUSION 

10% 33.19624 REJECT HO 

5% 36.41503 REJECT HO 

1 % 42.97982 REJECT HO 

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY, 

AND EXPECTED FREQUENCY 

WRITTEN TO FILE DPSTIF.DAT 

** Normal chi-square goodness of fit test y4 ** 

CHI-SQUARED GOODNESS-OF~FIT TEST 

NULL HYPOTHESIS HO; DISTRIBUTION FlTS THE DATA 

ALTERNATE HYPOTHESIS HA: DISTRIBUTION DOES NOT FIT THE DATA 

DISTRIBUTION: NORMAL 
u mtd. .. 



SAMPLE: 

NUMBER OF OBSERVATIONS l 000 

NUMBER OF NON-EMPTY CELLS 10 

NUMBER OF PARAMETERS USED = 0 

TEST: 

CHI-SQUARED TEST STATISTIC 

DEGREES OF FREEDOM 

CHI-SQUARED CDF VALUE 

ALPHA LEVEL 

10% 

5% 

CUTOFF 

I 4.68366 

16.91898 

= 1162098. 

ca. 9 

1.000000 

CONCLUSION 

REJECT HO 

REJECf HO 

I% 2 I .66600 REJECT HO 

CELL NUMBER, BIN MIDPOINT, OBSERVED FREQUENCY1 

AND EXPECTED FREQUENCY 

WRITTEN TO FILE DPSTl F.DAT 

C_heck Your Progress 2

Fill in che blanks: 
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1. When the populacion is noc completely specified, the degrees of freedom of would be further
reduced by the number of ............................ estimated. 

2. When the degrees of freedom are greater than ••.•.. -....... , .... , che sampling distribution of is

normal with mean and srandard error equal to uniry. 

6.6 SUMMARY 

An addirion ro the use of in tests of hypothesis concerning the srandard deviation, it is used as a test of 
goodness of fit and as a test of independence of rwo attributes. These rests are explained in the following 

sections. Based on the size of sample more than 30 or less than 30, appropriate tests are chosen i.e. chi 
square test. -rest can be used to test, how far the fined or the expected frequencies are in agreement with 
the observed frequencies, We know that for large values of n, the sampling distribution of X, the number 
of successes, is normal with mean np and variance. There are rwo rypes of statistical test parametric test 
and parametric rest. In parametric rest distribution is considered -as normal. Non parametric tests are 
easy to use. In data analysis researcher may wish ro _anal�e one or more variable at a time. Z test, T tests 
are examples of parametric tests. 

6.7 KEYWORDS 

• Chi-square • Cb-square rest

• Degree of freedom
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6.8 REVIEW QUESTIONS

l. What is meant by Significance level?

2. What is chi square test of independence?

3. Whar do you understand by Degree of freedom?

4. Whar is chi square goodness fit?

Answers to Check Your Progress 

Check Your Progress 1 

1. Degree of freedom

2. Independent random

Check Your Progress 2 

l . Parameter 

2. 30
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7.1 INTRODUCTION 

Analys is of variance is an extension of the test of significance of the difference becween cwo population 
means to the case involving simultaneous comparison of more than cwo means. Since tbis comparis9n is 
based on the comparison of variances estimated from different sources, the method is called the analysis 
of variance (ANOVA). 

The cechruque of analysis of variance was introduced by Sir Ronald A. Fisher. It is essentially a 
method of partition.rng total variation of observations into di.fferenr sources of variation. This tech.oique 
was initially used in agricultural research but now it is popular in almost every area of social as well as 
nacural sciences. 

Suppose thac che manufacturer of a washing powdl!r wanes co assess the effectiveness of che three 
schemes of advertising, say A, B and C. For this purpose, he selects a random sample of 20 distributors 
which are known to be similar with regard to sales, Out of chese he selects, say, S distributors at random 
and assigns the advercising scbeme A in areas covered. by chem. Similarly, we assume that he assigns the 
4dvertising scheme B in areas covered by a random sample of 7 distributors .and the adver..tising scheme 
C in areas covered by the remaining 8 distributors. Since all the distributors are assumed to be similar 
wich regard to sales, rhe means sales of the three groups would : _ �qua! in che absence of advertisement. 
Wicb different advertisement for different group, their mean sales may or may not remain equal. Thus, 
che null and the alrernacivc hypocheses can be written a5 H0 : µ 1  : µ2 : µ

3 
and H.: µ

1 
, µ2 and µ

3 
are nor 

all equal, respectively. Here µ
1
, µ

2  
and µ

3 
denote the mean sales in populations corresponding ro groups 

1, 2 and 3 rcspeccively. 
The above example can be generalised to the case of Ir groups (or methods of advertisement) each 

consisting o[ n; distributors. i = 1, 2, ...... k. If X
lj 

denotes the sale of the j th distributor in the i th 
group, the data on sale from all the distributors can be summarised in rhe form of following table. 

Group Observatiom Total Nlean 

1 X11 , X12,······ X," T; 
-
xi ·I 

2 Xi ,· X1.2 ,. . .. . .  X2,,,, Ti xl 

: 

k x,,vxH ,· . . . . .  X "'• T� X
k 

In the te rminology of the analysis of variance, a scheme of advertising is called a treatmenr and a 
distributor is called an experimental unit. The planning of an experiment for the purpose of testing one 
or more hypotheses is termed as The De.sign of an Experiment. A basic cool in most of the design of 
experiments is known as The Analysis of Variance. In the above example, the experimental units are 
randomly assigned to various treatments and therefore, the experimentaJ design is also termed as completely 
randomised design and the associated procedure for testing of hypothesis is termed as One-Way Analysis 
of Variance. 

In order co develop the technique of analysis of variance, we assume that the observarions with in 
the i th crearmem group are distributed normally with mean µ; and standard deviation CJ (i == l, 2, ..... . 
k). This assumption implies that although a treatment may affect the mean of the group, the dispersion 
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of observations remain unaffected. Under the assumption that null hypothesis is true, Le., H0 : µ 1 "' µ1 

= ...... = µ
k 

= µ (say), each sample observation � is a normal random variable with mean m and 
standard deviation s. Note that the alternate co. H0 is that not all means are equal. 

Decomposition of Total Variation 

We can write x.. -x = x.. -x. +x, -x =(x. -x) +(x -x) 
I} I) I I '} I I 

Squaring both sides and taking sum over all the observations, we have 

., 
Since L( XiJ - X,) :=: 0, the sum of deviation of values from their mean. 

/=I 

Thw, we can write, 

i.e., Total vanarton = + .
. . 

[
Variation within grt>ups 

] [
Vt,rialion bttwtm groups 

] 
or unccplaintd variation or explained varzation 

7.2 NATURE OF THE TEST STATISTIC 

We may note chat it is possible to obtain three unbiased estimators of population variance a2, based 
upon the three rypes of variations given above. For example, che unbiased estimator of cr2 based on total 

, 

variation is given by 

.... (I) 

Similarly, the unbiased estimator of <r, usiQg variation within groups, is 

.... (2} 
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It may be pointed out that it is possible to estimate cr2 even if there is only one sample from the 

population. The k groups, can be regarded as k samples from a population with variance equal to cr2• 

Thus, cr2 can be estimated in k different ways. For example, the estimator of cr2 from i th group is given 

z 1 ~( - )2 
by s, = n ; - l ~ X,J - X, · , i = 1, 2, ...... k. T hus, equation (2) gives a pooled estimator of cr2 based oo 

all the groups. Further, irrespective of whether H0 : µ 1 = µ2 ==- µ~ is true: or not, the value of each sf (i = 
1, 2, ...... k) remains unaffected. 

A third way of estimating cr1 is by using the relation 

2 

Var(X)=~ or cr1 ~ nVar(x). 
71 

Given k sample means Xl'Xl' .. .... 5("' an unbiased estimator of cr2, is given by 

; -- n X - X + n X - X + · · .... + ,: . - X 1 [ ( - -)2 ( - -)l f -. -)2] 
k-1 1 I 2 2 • ' ;, 

.... (3) 

We note that, when H
0 

is true, the: difference between s; and s; (both estimators of cr2) would be 

insignificant. When H
0 

is noc true, the magnitude of s? would tend to be greater than s; , The si,gnificance 

2 
F s, 

of the difference becwcen i; and s; can be tested by F - statistic, given by ; 7 , with (k - 1), (n - k) 
, 

d.f. 

The different sources of variation can also be written in the form of the following table, often known 
as Analysis of Variance Table. 

Sortrce of 
Variation 

Between groups 

( or Treatmmt.s) 

Within groups 

(or Etror) 

Total 

Analysis of Variance Table 

Sum of Squares d.f . 

TRSS = r. n1 ( X, - x)' 
1-=J 

k - I 

n-1 

Mean S.S. 

2 TRSS 
s = --
/ k-l 

2 ESS 
J =-
, n - k 
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Remarks: 

l . The comp utations of various sum of squares can be done more easily by the use of these alternative 
expressions. 

2. 

3. 

" ~ T l 
TSS (Total Sum of Squares)= LLXf- -

;=1 j=l n 

" T i y 2 
TRSS (Treatment SulTI of Squares) = L-'---

,·=, n, n 

/, ., /, 7 2 
ESS (Error Sum of Squares)~ TSS -TRSS = trx: -I -'-

i=-1 jr;;;.J ra l n; 

The computations can be simplified further by coding. The F - statistic involves rhe ratio of two 
variances and therefore, remains invariant to the effect of change of scale and origin. 

2 
F s, 

There may be situations in which = z is less tban unity due . to fluctuations of sampling. H 0 s, 

should always be accepted in such cases. 

4. This rest is also known as the test of homogeneity of several population means. 

5. Since various exper imental uni ts are ra ndomly ass igned to various t reatments, the 
one-way ANOVA is also known as Completely Randomised Design. 

Example 7. 1 

A company wants to test whether its three salesmen A, B and c; have the same selling ability. Their 
records of sales (in Rs '000) d uring various weeks of the last month are given in the following table : 

Sales mm IJt week 2nd week 3rd week 4th week 

A 16 21 18 ,I 25 

B 22 20 15 26 

C 25 24 16 20 

Prepare an analysis of variance table and test the hypothesis that the mean sales per week of all the 
salesmen are equal. 

Solution 

The null hypothesis to be tested is H
0 

: µ 1 = µ2 = µ
3

, where µ1, µ2 and ~ denote the mean sales per 
week by the salesman A, B and C respectively. 

(a) D irect Method 

The sum of squares of observations LI xi = 5288 . 
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T.2 802 T.2 Bf T.
2 852 

-
1 =-= 1600.00,-2 =-=1722.25, - 3 =- = 1806.25 
~ 4 ~ 4 ~ 4 

T 2 (80 + 83 + 85}2 
-=-'------'- 5125.33 
n 12 

:. TSS = ?288-5125.33 = 162.67 

TRSS = 1600.00 +I 722.25 +_1806.25 -5125.33 = 3.17 

ESS = TSS -TRSS =1 62.67 - 3.17 =159.50 

Analysis of Variance Table 

Source of 
Sum of Squares d.f. Mean S.S. 

Variation 

Between s2 = 3.17 : J.585 
Salesmen 

TRSS=3. 17 2 
' 2 

Within 
2 159.50 

ESS= 159.50 9 s = 17.72 
Salesmen t 9 

Total TSS= 162.67 11 
- -

1.585 
From the table, we have F = 

17
_
72 

< 1, \ there is no evidence against H
0

• 

( b) Coding Method 

On sµbtraccing 20 from each observation, we can write 

Salesmen lst Week 2nd Week 3rd Week 4th Week Total 

A -4 1 -2 5 0 

B 2 0 -5 6 3 

C 5 4 -4 0 5 

From the above table, we have 

Further, 

and 

""x2 _ 68 T..2 
_ o _ 0 T/ _ 9 ~

2 
_ 25 d T

2 _ 64 _ 16 
£... £... .. - 1 - - , - , - an - -

'' ' r~ 4 ~ 4 n3 4 n 12 3 

TSS= l68-
16 = 488 

= 162.67 
3 3 

TRSS=0+2-+ 25 _ _!i=27+75-64 _ 38= 3_17_ 
4 4 3 12 12 

The resr of the procedure is same as in the direct method. 



Analysis of Variance ■ 171 

Example 7.2 

The following table gives the yield of a hybrid variery of wheat, in quintals per acre, from 17 trial plots 
of land created with four rypes of fertilisers. 

Treatment with fertilizer 

A B C D 

24 31 39 38 

39 25 41 32 

35 26 33 35 

21 40 34 

45 26 

Test whether there is any signifieant difference in the mean yield of wheat due to difference in 
fertiliser application. 

Solution 

We have to test H
0 

: µ,._ = µ 8 = µc = µ0 , where µ,.., µ8, µc and µd denote the mean yield per acre due to 

fertil iser A, B, C and D respectivdy. 

On subtracting 33 from every observation, the given table can be rewritten as 

Treatment with fertiliser 

A 

-9 

6 

2 

'I'i =-1 

From the above cable, we can write 

Thus, we have 

TSS = 755-~ = 754.47 
17 

B 

-2 

-8 

-:7 

- 12 

7;=-29 

1 841 1089 9 
TRSS =-+-+----= 427.85 

3 4 5 17 

C 

6 

8 

0 

7 
12 

T3 =33 

ESS = TSS -TRSS = 754.47 - 427.85 =326.62 

D 
5 

-1 

2 

I 

-7 

T,, = 0 



172 ■ Quantitative Method 

Analysis of Variance Table 

Source of Variation S.S .. 1 
d.J. M.5.S.

Be,ween Treamunt 427.85 3 s,1 
=

427·85 
= 142.62 

3 

WitMn Treatment 
I 

326.62

1

13 326.62 
s,1 = --= 25.ll 

13 
Total 754 .47 

From the above table, we have 

142.62 
F=--= 5.68> 3.41 

25.12 

The critical value of F for 3, 13 d f.a.nd a= 0.05. Thus, H,, is rejected at 5% level of significance. 

, 

7.3 TESTING THE SIGNIFlCANCE OF REGRESSION USING 

ANALYSIS OF VARIANCE 

The analysis of variance technique tan also be used to test the significance of regression coefficient. If 

the fined regression line is Y
0 

-= a + bX,, we can write 

(Total SS} (Unexplained 
SSJ (

Explained SS or)
or En-or SS due to Regression 

Thus, the analysis of variance table can be wriuen as 

Source of Variation

Due to Regrmion 

Total 

Sumo/ Squam

RSS = I ( r;_ - vr

ESS = TSS - RSS

- 2 

d.f.

n-2

TSS= Y-Y n-1
I 

2 
fp 

From the above table, we have F = 2 with I, ( n - 2) d.f. 
J 
, 

MeanSS
, RSS 

r� =-=RSS
I 

2 ESS 
f =-
• n-2

Remark� To simplify calculations, we can write TSS = �)'/ - (I Y, r and
11 

£5S= Ir;
1 

- aI�- bL x,�. Thc=n, RSS ::c TSS - ESS. 

http:F=--=5.68>3.41
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Example 7.3 

The following intermediate results were obtained for the following model : 

C = a. + ~X + U, where C = total cost (in Rs '000), X = quantity produced (in '000 units) and 
U = random error. 

n = 10, IX= 777, IC =1,657, l:CX =132,938, l:X2 = 70,903 and l:C2 = 2,77,119. 

(i) Estimate the parameters of the cost function . . 
(ii) Compute the coefficient of correlation between total cost and total output and test its significance 

at 1 % level of significance. · 

(iii) Test the significance of linear regression by analysis of variance. 

Solution 

(i) The estimate of b is given by 

(ii) 

132938- 777 X 1657 

------'1~0
'::-2 - = 0.398 

70903-
777 

10 

- - 1657 777 
The estimate of a is given by a= C -bX = ---0.398x -= 134.76 

10 10 

== 0.808. 

-r H o L • • • t = 0 808 ( ) = 3.88 .lO test O : p & I tne test statlSOC IS • 1-0.8082 
8 

Since this value is greater than 2.355, the tabulated value at 8 d.f. and ex = 0.05, H0 is rejected. 
Hence, the correlation in population is significant. 

(iii) For testing the significance of regression, we compute 

TSS="C2 -CL~r =277119-
16572 

= 2554.1 
~ ~ 10 

= 27'J'll9- 13,l.76 X 1657 - 0.398 X 132938 = 912.36 
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RSS = TSS - ESS = 2554.l - 912.36 = 1641.74 

Analysis of Variance Table 

Source of Variation Sum of Squares d. f. MeanSS 
Due to Regressian R SS = 1641.74 1 s! =-1641.74 

Error ESS=912.36 8 2 - 912.36 -114 
s, - R -

Total TSS=2554.l 9 

05 

1641.74 
Thus, F-::, 114_05 

= 14.39. The value of F from tables for I, 8 d.f. at 5% level of significance is

5.32. Therefore, H
0 

: P "' 0 is rejected at 5% level of significance. 

An imporrant technique for analyzing rhe effecr of categorical factors on a response is to perform an 
Analysis of Variance. An ANOVA decomposes the variability in rhe response variable amongst the 
different factors. Depending upon the type of analysis, it may be important to determine: (a) which 
factors have -a significant effect on rhe response, and/or {b) how much of the variability in the response 
variable i.s attributable to each factor. 

Analysis of variance is an extension of the test ofsignificance of rhe difference between two population 
means rn rhe case involving simultaneous co mparison of more than two means. Since this comparison is 
based on the comparison of variances estimated from different sources, the mechod is called rhe analysis 
of variance (ANOVA). 

The: technique of aoaly�is of variance was introduced by Sir Ronald A. Fisher. It is essentially a 

merhod of partitioning total variation of observations into different sources of variation. This technique 
was initially used in agriculrural research but now it is popular in almost every area of social as well as 

natural sciences. 

7.4 TEST FOR DIFFERENC� AMONG MORE THAN TWO

SAMPLES 

Kruskal-Wallis H Test 

Thi·s extension of  the Mann -Whitn ey U rest ·co mulciple samples is a nonparametric alrcrnative to one
way analysis of variance. It tests the null hypothesis char rhe samples do nor differ in mean rank for the
criterion variable. Because it takes rank size inte account co a certain extent than just the above-below 
dichotoi:ny of rhe median test, discussed below, iris more influential and preferable when its assumptions 
are met. The H test will make known if there are rank differences among multiple groups. Fot pairwise 

comparisons, the Mann-Whitney test is suitable. 

Median Test 

Median Test also called the Wesrenberg-Mood median test; chis is a more extensive but less powerful 
alr.:. rnarive to the Kruskal-Wallis H test for testing if hardly any independent samples come from thd

1 

sir :!ar population, It tests whemer two or more independent samples differ in rheir median values for 
a , 1  , terion variable. 
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Jonckheere-Terpstra Test 

The Jonckheere-Terpstra tests for ordered differences among groups assumed to be prearranged ordina1ly. 
As such it is a test for differences among a number of independent samples which is more powerful than 
the Kruskal-Wallis H or median tests. It requires that the independent samples (the grouping variable) 
be ordinally prearranged as well as that the test variable be ordinal. The J·T test tescs the hypothesis 
that as one moves from samples low on the ordering criterion to samples high on the criterion, the 
within-sample degree of the test variable increases or decreases systematically. The null hypothesis in 
che Jonckheere-Terpstra test is that the test variable does not differ between groups. 

Check Your Progress 1 

Fill in the blanks: 

1. Data are entered as two separate variables, one for the dependent variable and one for the

2. Analysis of variance is an extension of the .................... of the difference berween two population 
means to the case involving simulr.aneous comparison of more than rwo means. 

7.5 INFERENCE ABOUT A POPULATION VARIANCE 

Most types of statistical inference focus on population means, as they are the stmplesr way of characterizing 
a single population or comparing two or more populations. Inference on popularion variances is also 
needed, to Place confidence intervals on or test for the size of the population variance and to compare 
variances from two populations. 

Inferences for a Single Population Variance 

Recall· For data values y
1
, • • • , lw• a point estimator of r:f is given by: r1 = -

1
-I(y, -yt

. n-1 

&suit: If Y, . . .  , Y are a random sample from a N(µ. � population, then the test sratistic: 
I � 

(n-1)S
2 

2
( I) --x: 11-

0'z 

• This statistic is said to have chi-squared discribution with n - I degrees of freedom.

Properties of a :f (n- 1) Distribution 

1. The distribution is skewed co the righr.

2. The degrees of freedom completdy specify which x:
1-distribution to use.

3. The mean of a x.2(11 - l} is n - l (the degrees of freedom). with variance 2( it - 1 ).

4. Xi random variables only cake oon-negacive values. 
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How to Compute ,,t-Tail Values 

• Suppose the sample size is n = 20 ⇒ n - 1 .. 19 d.f. 

• We want to find values X,2L and X2u such that 95% of the X,2(19)-dimibution falls between them. 

• We can use Table to find these x.2 critical values. 

• In chis case, we have: X~ = ____ _, and X ~ == _____ . 

• Why do we care about all this~ This is the basis for finding a confidence interval for a2 or a. How? 
Consider what is known: 

Definition: For y
1
, ••• , Y. a random sample from a N(µ, 0, population, a 100(1 - a)% confidence 

interval (Cl) for a2 has the form: 

where x_2 
11

, x_2 L are the upper and lower a/2 tail probabilities of a x_2(n - 1)-distribution. 

Example 7.4: Baseballs vary in terms of their ''rebounding coefficient (RC)'' (varying from a dead ball) 
⇒ rabbit ball). A purchaser of baseballs requires a mean RC of 85 with a standard deviation a no larger 
than 2. 

Suppose we take a random sample of n "' 81 baseballs and find that y "' 84:91 and i2 = 4:84 

(s '=' 2:2). Give a 95% confidence interval for a. 
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Assuming a normal population for the rebounding coefficient, we have n - I = 80 d.f. 

⇒ x\ = _____ , Xlu = -----

We are 95% confident that the interval above contains the true population variance d. 

Note: This interval is not symmetric (i.e.: the sample standard deviation s2 = 4:84 is not in the 
center). 

This gives us a confidence interval for d. What about or Taking square roots, a 95% CI for a is 
given by: 

Hypothesis Testing 

To test H0 : a2 = d-
0 

versus H., tht: test statistic is: 

2 
(n- l)S2 

X = 
0'2 

0 

For the three alternative hypotheses, the P-valucs and rejection regions are given by: 

Alternative Hypothesis P•value Rejection Region 

II,, : a2 < a2 0 

H. : er> d\ 

H : a2 6= d 
6 0 

P<)<1 < x l) 

P(){'- > x i) 

2 min[P(XZ > x_2
); P(XZ < x.2)] 

where XZ is a x2(n - l) random variable. 

• The term ci- 0 is known as the hypothesized variance. 

Reject Ho if X2 < xi 
Reject H0 if x2 > xt 
Reject Ho if X2 < X2r or X2 

> xt 

Back to the &seba/J Example: We wished to test (for n - l = 80 d.f.; a = .05): 

H
0 

: u ~ 2 (the purchaser's requirements are met) 

vs. H" : u > 2 (there is more variabiliry than required): 

Th . . h . i 80(4.84) 96 8 
e test stat1st1c . ere 1s; X = 

2 
= • 

2 

The rejection region is given by: Reject H0 if "'f..2 > 101.88. 

Conclusion: Since the p -value > a (or since X,2 
'" 96.8 < 101.88), then we fail to reject H0 at an 

a = .05 level, and conclude we do not have enough evidence that a > 2. 

Some Notes on the Assumptions for ,t-lnferences 

• When working with the population mean, we saw that if the sample size n is large (n ~ 30), chen 

even if the population discribucion is n ot normal, the sampling distribution of the sample mean Y 
is approximately normal allowing the use of a t-proccdure. 



178 ■ Quantitative Method 

• Unfortunately, this does not carry ov'er to inference on the population variance. Even if n is
large, if the population distribution is not normal, the chi-square inferences can be very poor
and should not be used. How can we compare rwo variances when the population discriburions
are nonnormal?

7.6 INFERENCES FOR COMPARING TWO P'OPULATION

VARIANCES 

The primary reason for wanting to compare two population variances is ro test the homogeneous (equaJ) 
variance assumption (i.e.: a2

1 
"' a2

1 
), to decide which type of ,-procedure co use when performing 

inferences on rwo population means. 

This is less of an issue with rwo means as we can use the separate-variance Mest. This will be an 
important issue when comparing more than two means (ANOVA). 

Remit: If x
i 

� x1 (n
l 

- 1) and x2 - x2 (n
2 

- 1), and x
l 

& xi are independent, then the random 
variable: 

and we say that chis random variable has an F-distribution with dJ; = n
1 

- I numerator degrees of 
freedom and dfi = n

i 
- 1 denominator degrees of freedom. 

Why is this result important? How will it help in performing inferences on two population variances? 

Recall chat for rwo sample problems, we generally assume that: 

(i) The rwo populations are normal.

(ii) The samples taken from these populations are independent.

Boch of these assumptions are required for performing inferences on two population variances using
the result given. 

Consider the following. We know from an earlier result in this handout: 

=> 

(,z1 - l)s1
2 

2 ( l)-x 1ii-
ot independent x,2 ,.i.ndom variables 

(n, - l)i".;- 2
( I)

(since the samples are independent) 
• - � X n2 -crl 

2 
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Properties of an F(n
1 

,_ 1, n
2 

- 1) Distribution 

1. The distribution is skewed to the right. 

2. The numerator and denominator degrees of freedom (dJ;, dfi) completely specify which 
F-discribution to use. 

3. f random variables only take nonnegative values. 

4. Only upper tail values are given. 

Examples for Computing F Critical Values 

(a) Find the 5% upper tail value for n
1 

= 10, n
2 

= 6. 

(b) Find the 5% lower tail value for n
1 

= 10, n1 = 6. How? 

1 
In general, to find lower tail critical F-values: F,;(dfl; d/2) = 

Fu(df2, df1) 

I 

Hypothesis Test for u 2
1 = u 2

2 (Normal Populations) 

To test H
0 

: a 2
1 = a ~ versus Ha; the test statistic is: 

2 , 2 2 

f s1 cr \0 s1 ( • 2 i d H ) = -2--1 = 2 since c; io = a i o un er o : 
s2 I cr 20 s2 

Note: Large or small values (different from 1) give evidence against H
0

: 

For the two alternative hypotheses, the P-values and rejection regions are given by: 

Alternative Hypothesis P-value Rejection Region 

Ha: a;> O":z P(F> f) Reject H0 if J> Fu = Fdn,dn 

H
0

: if1 # O":z 2 min[P(F > f); P(F > (1 = /))) Reject H0 if f > Fu= FdO,df2 or 
if f < FL = 1 =Fdf2,d0 

where Fis an F(n
1 

- 1, n
2 

- 1) random variable. 

Note; We do not consider me alternative hypothesis H
0 

: c;~ < a; in the above inference outline because 
we can always labd the two populations such that c;~ > a;. 
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Example 7.5: Suppose a study is conducted on the effect of a panicular drug in reducing hypertension. 
For this study, a sample of rats was split into two groups: 

(i) A control group (representing population 1). 

(ii) An experimen tal group (representing population 2) which received the new drug. 

• Hypertension was induced by exposing the rats to a cold environment. 

• The response variable was blood pressure (y). 

• Assume both population distributions are normal. Exactly what is normal here? 

The summary statistics for the data are given in the following table: 

Population ·Sample Mean Sample Std. Deviation Sample Size 

1 (Control) y ,= 167.6 s2, = 249.3 n, =5 

2 (Expmt'I) Y 2 = 129.4 s22 = 584:0 ni = 7 

We wish to test the hypotheses: H
0 

: d, .. o; vs. H, : d, -cf:. d
2
, at a ·= .05. 

Th . . r -L:_ • f s: 249.3 0 427 e test stattSUC ror u:u:; test 1.s: = 2 =-- = . 
S2 584.0 

T he critical values for this test arc: 

Fu =

Fl= 

H ence the nonrejection region is given by: ______ _ 

Condusion: Since f E (.11, 6.23), then we fail to reject~ and conclude (a= .05) that we do not 
have enough evidence to say that d, * a22. 

1100(1 - a)% Confidence Interval for d/ d 2 I 
. ( s~ I cr; I 

Smee Pl FL< ~
1 2 < Fu) = 1- a (for Fu .. Fdf2.d0 (w2), Fl = l/0,0 ,dfl.(a/2)), then: 

\. S1 0 1 . 

Note: In Fu above, dJ; appears as the numerator degrees of freedom and dJ; as the denominator degrees 
of freedom. This occurs because s;_ was used in the numerator and ~ in the denominator of the first 
p robability expression above. 



Exampk 7.6: In the hypertension drug example, we had: 

,; == 5 s,
2 
= 249.3

} 
2 

From nonml populations. 
n2 = 7 ,

2 
= 584.0
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⇒ We are 90% confident that chis interval contains the true ratio (s\ / ?) of standard deviations for
these populations.

Importance of Normality: For inferences on population means, the r-procedur� used are robust to mild 
departures from normaJicy due to che Central Limit Theorem. 

• Unforrunatdy, the -assumption of normal populations is critical for inferences on population variances
via x.2-procaiures or" F-procedurc5.

• These ·J,,2-& F-procedures are very sensitive to even mild skewness or oudying values.

The two tests for homogeneity of more than 2 population variances known as Hartley's test and
l.Lvene"s test. Hartley's test is based on che F-cest outlined for two population variances above, but is so 
highly sensitive co departures from nonnormaJicy chat it is rarely u� in practice. Levene's test is now 
che standard test performed in an ANOVA for testing whether che population variances for che different 
creatme.nt groups are the same. This test will be presemed in Stat 452 when chc basia; of analysis of 
variance (ANOVA) are incroduced. 

7.7 ONE WAY ANALYSIS OF VARIANCE PRACTICAL IN 

EXCEL 

SOLVER Let's begin wich an example: Maternal role adapcation was compared in a group of mothers of low 
binh-weighr (LB"W) infants who had been in an experimenca.1 intervention, mochers of LBW infams 
who were in a control group, and mothers of full-term infants. The hypothesis was chat mochers of 
LBW infants in che experimenca.1 inrervention would adapt to cheir maternal role as well as mocl1ers of 
healthy full-term infants, and each of these groups would adapt better chan mochers of LBW infants in 
chc control group. 

• Open maternal role adaptation.sav.

• Selecc Analyze/Compare Means/One-Way ANOVA.

• Select maternal role adaptation. for the Dependent List since it is the dependent variable. Select
groµp as the Factor or independent variable:. Then click Post Hoc to see various options for
calculating multiple comparisons. If the ANOVA is significam, we can use the post hoc rests to
determine which specifi� groups differ significandy from one another.
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~~~---, ! COdJ:ads. J 
cPost;; ii 

'-~-=-' 

• As you can see, there are many options. Let's select LSD under Equal Variances Assumed since it 
is Fisher's Lease Significant Difference Test which is calculated in the text, except that SPSS will 
test the differences even if the overall F is not significant. 

10~ □~ 
'.J~nn OIIMY 
O S!dll& ::J.TIOY'a-ti 

;:1~"9 0 ~ 
O a.e-G-wF ;J~<,12 

0 R<-G-W _Q O Ile• =---~:..=-...~~~~===~-===~==' 
Elll..alVartances Hui~ 

jDr~~":.. o ~a.11 □~ D~sc. 

~-1°.os _____ l 
( ~ JI,_ -c.....--.jl .., 

• Note that .05 is the defaulc under Significance level. After consulting with SPSS technical support, 
it is clear that this is the experiment-wise or family-wise significance level. So any comparison 
flagged by SPSS as significant is based on a Bonferroni Type Correction. You do not need to adjust 
the significance level yourself. 

Independent-Samples 1 T al: p~f · 

~onfldence Interval: lo..;:;il _____ ___,fk 

l 
MissinfJ Values - 7 
l~ Exclude ~ 808lysis by analysis I 
u Exclude cases. ltstwlse 1 - -- -- -----~ 

Continue ) l Cancel I ,_I _ Help __ ] 
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• Click Options. In the next dialog box, select Descriptives under Statistics, and select Means plot 
so SPSS will create a graph of the group means fo r us. The default under Missing Values is Exclude 
cases analysis by analysis. Let's leave this as is. C lick Continue and ·then Ok. The output follows. 

Descliplws; 

t 
95% Confidence Interval for 

Mean 

LBW-~ 29. 14.97 4.844 .899 13.12 10 

LBW•Control 17 18.33 5.166 .99~ 16.29 20.38 to 
full-Term 37 14,84 J ,708 .610 13.60 16,07 10 
Tolal 93 15-89 4.747 .492. 14.91 16,87 10 

ANOVA 

Adaot 

surnof 
Sau ares df Mean sauare F Sia. 

Between Groups 226.932 2 113 •66 5.532 .005 

Within Groups 10•5.993 90 20.511 

Total 2072.925 92 

Post Hoc Tests 

Mulliple COmpartsons 

Adapt 
LSD -~ 

95% Confidence Interval 

Mean 
Oiff'erence (I-

e,r1. i: .. nr .!::In I "'°'"r lla11nd II\ Gtnun ' /.1\ nrnm, .1\ 

LBW-Eltp LBW-Control -3.368" 1.211 .007 ·5,77 

Full-Term .128 1.123 .910 ~2.10 

LBW-Control LBW-Exp 3,368" 1.211 .007 .96 . 

Full-Tetm 3.495' 1.146 .003 1.22 

Full-Term LBW-Exp ·.128 1123 .91°D ·2.36 

LBW-Control ·3 .• 95' 1.1 ◄6 .003 -5.77 

". Toe mean difference is significant at the 0.05 level. 

Means Plots 

i•~---- ----~~ - -, 
.3 

! . 
i 
,:;. 

.§ fl 

i 
'i • l! " 

i 
~ t5 

li 

I •-1--------- -----L8Wllf"lh-

lJhnor Aeund 
· .96 

2.36 

5.77 

5.77 
2.10 

·1 .22 

29 

29 

25 
29 
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Compare chis output to the results presented in the text. 

We can see the descriptive statistics and the F value are the same. It is harder to compare the post 
hoc comparisons because SPSS does not display the t values. They simply report the mean difference 
and the significance level. The important thing to note is that the conclusions we can draw based on 
each of these approaches are the same. 

The plot that SPSS created is an effective way to illustrate the mean differences. You may want to 
edit the graph using what you learned in Chapter 3 to make it more elegant. Some people would prefer 
a bar chart since these are independent groups and a Jine suggests they are related. You could create a 
bar chart of these group means yourself. 

Lee's re-run the same analysis using the General Linear Model (GLM) and·see how they are similar 
and different. 

General Linear Model to Calculate One-Way ANOVAs 

The Univariate General Linear Model is really intended co test models in which there is one dependent 
variable and multiple independent variables. We can use it to run a simple one-way ANOVA like the 
one above. One advantage of doing so is chat we can estimate effect size from chis menu, but we could 
not from the One-Way ANOVA menus. Let's try it. 

Select Analyze/General Linear Model/Univariate. 

• As you can see by this dialog box, there are many more opti . . u1an cbe One- Way AN OVA. This 
is b<;cause the GLM is a powerful technique chat can examine complex designs. We'll just focus on 
what is relevant to us. As before, select maternal role adaptation as the Dependent Variable and 
group as the Fixed Factor or independent variable. Then, click Plots. 

• Select group for the Horizontal A.xis (X axis), and click add. Since there is only one dependent 
variable, SPSS knows that maternal role adaptation is on the Y axis without us needing the specify 
this. Click Continue. 



F 
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~ ~~:__--.,, 

Analysis of Variance ■ 185 

• Since this procedure can be used with multiple independent variables, we need to specify which 
ones to run post hoc compadsons for even though there is only one in our design. Select group for 
Post Hoc Tests fo r. This time, let's select Bonferroni to see if it makes a difference. 

~--- 't!LSO □~ 
s~ aa. 

,p.,. o,~ 
Osw- Oo--

1 □.--, q~rm 
lti~□~ ~---- -1 □1----'n ll-'l 

~ 1-;;;;-J,~ 

• Under D isplay, select Descriptive statistics and Estimates of effect size. Then dick Continue. In 
the main dialog box, dick Ok. T he output follows. 



, 

186 ■ Quantitative Method 

□ U-U,,,tly ..... 

D Si,COII Yol INd IIU 

Of!eelMleiot 

rl l.40or l!I 

~ 

~Q!tot•~-~ 
~t?,iutes ot clfl!tt '""I 

OomoeM«1111-
0 ...,...•111U1111ew 
Cl~..,•~- □~-- ..-1111. ll/rdoll 

!ilr)llacllc•-- El~--'"es°'" 
Jeo.....H~ ' • J 

Belween-Subjecta Factors 

Value Label N 
Group 1 LBW--~ 29, 

2 LBW-Control 27 

3 Full-Term 37 

DHcr~ statistics 

Std. Deviation 
4.844 29 

LBW-Control 1 a:33 5.166 27 

Full-Term 14.84 3.708 37 

Total 15.89 4.747 93 

Tests ofBelween-SUbjects Effects 

Oenendent varl"'hle:Actart 

Type Ill Sum 
~n11rr 1> ofSauares df Mean Sauare F 
Corrected Model 226.932a 2 113.466 5.532 

Intercept 23513.095 1 23513.095 1146.364 

Group 226.932 2 113.466 5.532 

Error 1845.993 90 20.511 

Total 25562.000 93 

Corrected Total 2072.925 92 

a R Squared= .109 (Adjusted R Squared= .090) 

Partial Eta 
Sia. Sauared 

.005 .1 (jg 

.000 .927 

.005 .'109 
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Post Hoc Tests 

Group 

Multiple Comparisons 

RonferronT 

95'6 Confidence Interval 

Mean 

(I\ r..,n,.., f. I\ r.=rnP• 
OilferencP (l-

·" i::1r1 Error Rln I nwe1 C.,11nrl UnnerB011nr1 
U:lVV-txP Ll:1\/V·l,;O'ltrol <Dt' 1.111 .u:,w ·ti.31 · .41 

Full-Terr:l .13 1.123 1.000 ·2.61 2.87 

LBW-Control LBW-Exp 3:37* 1.211 .020 4'1 6.32 

FUII-Tem 3.50' 1.146 .009 .70 6.29 

Full-Term LBW-EXp ·.13 1.123 1.000 -2.87 2.61 

LBW-Co,trol -3.50' 1.146 .009 -6.29 -.70 

Based on observed means. 
The error term is Mean Square(Error) =·20.511 . 

" . The mean dlff'ereRce Is significant a1 lhe .05 level. 

Profile Plots 

Estimated Marginal Means of maternal role 

., 
C 

17 

"' ,(I) 

~ 
~ 
C 16 ·: 
~ 
'U 16 
$ 

"' E ·= 
tfl 1.4 
L 8W Ei<penmel'll1I l9N Ccrll"'I Ful~lenn 

Compare chis output to the output from the One-Way ANOVA. ,,,. 

One d ifference is the appearance of the ANOVA summary table. Now, there is a row labeled 
intercept and another labeled adjusted. You ~an ignore these. The F value for Group is still the same, 
and that is what we are interested in. Notice the eta squared column. What does it say for group? Does 
this value agree with the text? Unfortunately SPSS does not calculate Omega squared, so you would 
have to do th.is by hand. (Unfortunately, it also does not calculate any of the more useful effect size 
measures, such as d. Did the Bonferroni and the prevfous LSD multipie comparisons yield the same 
results? 

A one-way analysis of variance is used when the data are divided into groups according to only one 
facror. T he questions of interest are usually: (a) fs there a significant difference between the groups?, and 
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(b) If so, which groups are significantly different from. which others? Statistical tests are provided c.o
compare group means, group medians, and group standard deviations. When comp3iting means, multiple
range rests are used, rhe most popular of which is Tukey's HSD procedure-. For"'equal size samples,
significant group differences can be determined by examining the means plot and identifying those
intervals that do not overlap.

fi 
Ol 

53 

53 

C 53 
@ 

53 

53 

Means and 95.0 Percent Tukey HSD Intervals 

A B C D 

rnaterial 

7.8 TWO WAY ANALYSIS OF VARIANCE PRACTICAL IN 

EXCEL SOLVER 

Using a two-way analysis of variance, it is possible to test two hypotheses simultaneously. We can now 
test H01 : µ 1 = µ2 = µ1 , .•••• and H02 : m 1 = m

2 = m, ...... , where µ 1
, µ2

, µ, ...... etc., denote means due
to type I treatmenrs and m1, m

1
, m

, 
...... etc., are the means due to type II rreacmenrs. For example, in

addition to the testing of the- hypothesis that mean sales due to different schemes of adv_ertising are 
equal, we can also test, sirnultaneously, another hypothesis, say, the mean sales due ro different types of 
after sales service are equal. 

Let the number of type I treatments be It and the number· of type 11 treatments be /. Thus, we can 
form It )( 1 distincc combinariens (or cells) of the two types of -treatment5. Each of these ceH is assigned 
an ex.perimencal unit selected at random from It x I homogeneous units (the case of one observation per 
cell). These cell� can be placed in the form of a cable having k rows and l colu.m.as where its rows denote 
different levels of type I treatments and its columns denote. different levels of type II treatment. For 
convenience, we shall term them as row and celumn cre.atments. 
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Columns ➔ 
l 2 ·· ···· I ' Total 

Rowst 
I x,1 x,2 ........ X11 r;. 
2 X2, x 22 ...... X2, 0_ . 

: .. .... 

k x .. , Xn ...... x., r,. 
Total T., T.2 . ... . . T., T 

- T. - T .. 
We note that X ;. =,, i = I, 2, ...... k and x., =-f ,J = l,2, ...... I. 

where n=k x L. 

Decomposition of Total Variation 

We can write, 

Squaring and taking sum over all the observations, we get 

(various product terms can be s~own to be equal to zero.) 

I, I ii I . I · I, 

II(xij -xr = II(x!f-x., -X,.+xJ2 +k I(x., -xr +i'J]x;, -x)2 
,::1 j • I i - 1 j~t ' Jal ;~1 

(Total S-?) = (Error SS) + (Column SS) + (Row SS) 

To facilicacc computational work, the expressions for various sums of squares can be transformed as: 

, T2 "i,T? T2 oc:-s _- fT/. _ _ T 2 

TSS = LL Xij - -, CSS = --1 
- - and JuJ 

n k n J n 
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Analysis of Variance Table 

Source of Sum of Squares d.J. Mean SS F Value 
Variation 

Between IT 2. r 2 
2 css 2 

Columns 
CSS=--·1 -- l-1 s =-- F =~ 

k n C /-1 C 2 s, 

Between RSS= I 7?, - y2 2 RSS 2 

k - 1 F =!L_ 
Raws 

s =--
l n ' k-1 , 2 

Si, 

Error ESS = TSS- css..:.. RSS (l-l)(k- 1) s; = 
ESS 

(l- l)(k - 1) 

Tota/ 
2 y2 

n-1 TSS= II X;; - -
n 

We note that the degrees of freedom of F are(/- 1), (/ - l)(k - 1) and char for F are (k - 1). r , 
(I - l )(k- 1). 

Remarks: The rwo-way ANOVA is also known as the Randomised B/,ock Design. This technique removes 
the effect of difference in blocks (columns) on the treatments. (rows) and vice-versa. Thus, RSS is free 
from the variations due to columns and CSS are free from the variations due to rows. 

Exampk 7.7: The following data represent the sale (Rs '000) per month of three brands of a toilet soap 
allocated among three cities: 

Cities➔ 

Brands,!, 

I . 

II 

A B C 

12 48 30 

42 54 57 

Test whether (i) the mean sales of the three .brands are equal and (ii) the mean sales of the toiler soap 
in each city are equal, 

Solution: We have to test H
0 

: µ
1 

= µ
2 

;, µ
3

, where µ; denotes mean sale of brand i, and H
0 

: m
1 

= m
2 

= m3, where m
1 

denotes mean sale of soap in city j. 

T.1 = 12+ 42+ 9= 63, T.2 = 48+ 54+ 42= 144, T.3= 30t 57+ 21= 108 

J; . =12+48+30=90,T2.= 42+ 54+ 57= 153,7;.= 9+ 42+ 21= 72 

T = 63 + 144 + 108 = 3.15 

632 + 1442 +1082 3 152 

(Between cities) CSS = - - ------- =1 2123 -11025 = 1098 
3 9 

902 +1532 +722 3152 

(Bet-wem brands) RSS = . - - - = l 2231-11025 = 1206 
3 9 
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ESS = 2538 - 1098 - I 206 = 234 

Analysis of Variance Table 

Source of 
Sum of SqUllres 

Variation d.f. Mean S.S. F Vttlue 

Between 

F = 
5
49 =9.4

Cities 
CSS=l098 2 549 

C 58.5 
Benveen 603 
Br411ds 

RS5= 1206 2 603 F =-=lD.3 
r 58.5 

Error ESS=234 4 58.5 -

Total TSS = 2538 8 

The value of F from cable for 2, 4 d.f. at 5% level of .significance is 6.94. Thus, both che null 
hypotheses are rejected. 

Check Your Progress 2 

Pill in the blanks: 

l . A ................ , .... of variance is used when the data are divided into groups according ro only 
one facto� 

2. The primary reason For comparing two population variances is co test the .. , ............... assumption 
co decide which cype oft-procedure to use when performing inferences on two population means, 

7.9 SUMMARY

Analysis of variance is an extension of che test of significance of the difference between two population 
means to the case involving simulcaneous comparison of more than two means. Inference on population 
variances is al_so needed, to Place confidence inrerva1s on or test for the size of che population variance 
and to compare variances from two populations. 

A one-way analysis of varia,:ice is used when the data are divided into groups according to only one 
factor. The questions of interest are usually: (a) ls there a significant difference between the groups?, and 
(b) If so, which groups are significantly different from which others? Statistical rests are provided to
compare group means, group medians, and group srandard deviations.

7.10 KEYWORDS

• ANOVA

• Two-way analysis of variance

• Population variance

• One-way analysis of variance
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7.11 REVIEW QUESTIONS 

1. Explain the meaning of the analysis of variance, Write down the one-way anaJysis of variance table
for testing the homogeneiry of k groups.

2. What rype of null hypothesis is tested using analysis of variance? State basic assumptions of this
analysis

.3. Explain the significance of the ana1ysis of variance. What is the role of F distribution in this analys is? 

4. Explain the nature of a two-way analysis of variance. Write. down a general ANOVA cable for a
two-way classification.

5. Four varieties of rice were grown on each of the four beds of three identical plots. The output (in
quinrals) of different varieties is given in the following table: Test whether the mean yield of
diffei:cmt varieties of rice is significantly different.

6. The data regarding life (in '00 hours-) of three rypes of bulbs manufactured by a company are
given in the following table. Test the hypothesis that me-an life of bulbs of different rypes are same.

A 16 18 19 

Type of Bulbs B 14 13 15 20 

C 18 17 19 21 21 

7. The Amrit Merchandising Company wishes to test whether its three salesmen A, Band C, tend to
make sales of the same size or whether chey differ in cheir selJing abiliry as measured by the average
size of their saJes. During che last week there have been 14 sale ca1ls. A made S calls, B made 4 calls
and C made 5 caJls. Th1a: weel<ly sales (in Rs) recorded for the rhree salesmen are. given below.
Perform the ana1ysis and give your conclusions.

A : 300, 400, 300, 500, 0 ; B : 600, 300, 300, 400 ; C : 700, 300, 400, 600 _. 500.

8. In an experiment conducted on a farm in a certain village of Rajaschan, the following information
w!IS collected regarding the yield in quimals per acre of 6 plors of wheat. Three Qut of six plots
p,oduced Sharbati wheat and the remaining three produced Australian wheat. Set up an analysis
of varian� cable and find ouc if che variery differences are significant. Test at 5% level of significance.

Yield in quintals 

Sharbati 10 15 11 

Australian 13 12 17 

9. The three samples given below have been obtained from three normal populations with equal
variance. Tat the hypochesis that the population means are equal at 5% level of significance.

Sample I: 6 8 5 12 9, 

Sample JI: S 3 8 7 7, 

Sample Ill I 0 7 l I 10 12. 

(The vaJue of F0.05 with 2, 12 d.f. = 3.89.) 

I 0. The following table illustrates the sample psychological health racings of corporate executives rn 
the field of Banlcing, Manufacturing and Fa.,;hion retailing: 



Banking 
Manufacturing 

Fash.ion Retailing 

41 

45 
34 

53 54 

51 48 

44 46 

55 43 

43 39 

45 51 
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Can we consider the psychological health of corporate executives in the given three fields to be 
equal at 5% level of significance? 

11. A sample of seven observations corresponding to the regression model, Y = a + bX + E, where
Y = profit (percent of turnover) and X = capital employed (Rs crores), gave rhe following data :

(a) Estimate the regression line of profits (Y) on capital employed (X.l.

(b) Prepare an analysis of variana table and use it to test the significance of regression at 5%
level of significance.

(c) Find r2 and interpret its value.

12. The following data represent the number of urots of a commodity produced by 3 different workers
using 3 different types of machines:

Workers 
X 

y 

z 

MRchi�s 

A B C 

16 64 40 

56 n 56 

12 56 .28 

Test: (i) Whether mean productivity is same for the different types of machines, and (ii) whether 
the three workers differ with respect to mean productivity. 

13. In a certain factory, production can be accomplished by four different workers on five different
types of machines. A sample study, in the context of a two-way design without repeated values, is

being made with two foJd objective of examining whether the four workers differ with respect to
mean productivity and whether the mean productivity is same for the five machines. The researcher
involved in this study reports while analyzing che gathered data as under:

(i) Sum of'squares for variance between machines "" 35.2

(ii) Sum of squares for variance between workers,., 53.8

(iii) Sum of squares for total variance= 174.2

Set up an ANOVA cable for the given information and draw the inferences about rhe variances in 
mean productivities at 5% level of significance. 

Answers to Check Your Progress 

Check Your. Progress 1 

1. Group Variable.

2. Test of significance
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8.1 INTRODUCTION 

The rests of hypothesis, discussed so far, are known as parametric test.� because these are based on the 
assumption that the concerned sample has been obtained from a population with known values of its 
one or more parameters. For example, the u.sc of t-distribucion to test the H0 : µ 1 

= µ
2 

require.s that che 
rwo samples are drawn from normal populations with equal variances. Similarly. the use of F-tcsc in 
analysis of variance requires that various samples are obcained from normal populations with equal 
varia.nces, etc. It should be pointed out chat the validicy of the results of a parametric test depends upon 
the appropriateness of these assumptions. Thus, when these assumptions are not met, the parametric 
tests are no longer applicable. 

In contrast to parametric tests, non-parametric tests do not require any assumptions about the 
parameters or about the nature of populacion. It is because of this that these methods are sometimes 
referred to as the distribution free methods. Mose of these methods, howe.ver, are based upon the weaker 
assumptions chat observations are independent and that che variable under study is continuous with 
approximately symmecrica.1 distribution. In addition to chis, these methods do not require measurements 
as strong as that required by parametric methods. Most of the non-parametric tests are applicable to 
data measured in an ordinal or nominal scale. As opposed to this, the parametric tests are based on data 
measured at least in an interval scale. The measurem .. ents obtained on interval and ratio scale are also 
known � high level measurements. 

Level of Measurement 

(i) Nominal Scal.e: This scale uses numbers or other symbols to identify the groups or classes to which
various ob;ects belong. These numbers or symbols constitute a nominal or class-ifying scale. For
example, classification of individuals on che basis of sex (male, female) or 01,1 the basis of level of
education (matric, senior secondary, graduate. post graduate), etc. This seal,� is the weakest of all
the meas1,1remencs.

(ii) Ordinal Scal.e: This scale uses numbers to represent some kind of ordering •or ranking of objects.
However:, the differences of numbers, used for ranking, don't have any meaning. For eX'ample, the
top 4 students of class can be ranked as 1, 2, 3, 4, according to their marks in an examination.

(iii) lntrtval Sca/,e: This scale also uses numbers such chat the.se can be ordered and their differences
have a mea.ningful interpretation.

(iv) Ratio Scal.e: A scale possessing all che properties of an interval scale along with a true zero point is
ca.Jled a ratio scale. It may be pointed out chat a zero point in a,n interval scale is arbitrary. For
example, freezing point of water is defined at 00 Celsius or 320 Fahrenheit, implying thereby that
the zero on either scale is arbitrary and doesn't represent total absence of hea.t. In contrast to this,
the measurement of distance, say in metres, is done on a ratio scale. The term ratio is used here
because ratio comparisons are meaningful. For example, I 00 kms of disranc� is four times larger
rhan a distan� of 25 k.ms while 1000 F may nor mean rhat it is rwice as hot as 50° F.

Ir should be noted here chat a test that cah be performed on high level measurements can always be 
performeJ on ordinal or nominal measurements but not vice-versa. However, if along with che high 
level meastm:meots che conditions of a paramerric test are also met, the parametric test should invariably 
be used because this ten is most powerful in the given circumstances. 

From the above, we conclude that a non-parametric test �hould be used when eicher the conditions 
about the parent population are nor met or the level of measurements is inadequate for a parametric rest. 
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Advantages 

The non-parametric rests have gained po pularity in recent years because of their usefulness in certain
circumstances. Some advantages of non-parametric tests are ment•ion ed below:

l. Non-para metric tests require less restrictive assumptions vis-a -vis a comparable parametric test.

2. These tests often require v ery few arithmetic computations.

3. There is no aJcernarive to using ·a non-parametric rnsr if the data are available in ordinal or nominaJ
scale.

4. None of the parametric tests c.an handle data made up of samples from several populations without
making unrealistic assumptions. However, there are suitable non-parametric rests availabJe to
handle- such data.

Disadvantages 

I . It is often said that non-parametric tests are. less efficient rhan the parametric tests because they
rend to ignore a greater part of the information c ontained in the sample. Inspire of this, it is
argued that although the non-parame,ric tescs are less efficient, a researcher using them has more
confide.nee in using his methodology than he does if he must adhere to the unsubstanriaJ assumptions
i11herem in parametric tests.

2. The non-parametric tests and rheir accompanying tables of significant values are widely scattered
in various publications. As a result of this, the choice of most suitable method, in a given situation,
may become a difficult task.

8.2 THE MATCHED-PAIRS SIGN TEST 

When the same indiv,idual is simultaneously observed with regard to two characteristics, we get a marched 
pair. For �ample, a survey of obtaining the opinions of persons regarding two brands of decergenrs, say X 
and Y. Given a sample of matched p airs, we can test which of the two detergents is preferable.

Tbe Test Statistic

Let there be Tl matched p airs()(., J?. i,. I, 2, ...... n, in the sample, where)<; and Y, are the ranks of the
respective item X and Y by the i th individual. We associa_te a plus sign to a pair if X, > ;:, a minus sign

, . . 
' ··· · Numbn- of plus signs 

if X < Y. and discard it if X. = Y. Let,, be the proponion of p lus signs, i.e., P = T ta! b ,I' th d p 
·

, , , , r I o num er o1 ma c e airs 

Let 7t be the pro portion of plus signs in the population, i.e., the proportion of individuals having
• I 

preference for X. We note chat if more individuals have prderence for X, then 7t>-. Similarly, the
2 

I 
indifference of the individuals is indicated by 1t = - . In general, we can test H0 : 7t = or < or > 7t0 , where

2 
7t

0 
denotes pro portion of mdividuals having preference for X.

It can be shown that p is a random v ariable which approximately follows a normal distribution

� (when 11 � 25) with mean n and Standard error v�·
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Example 8.1: A random sample of 40 persons was selected to determine rheir preference regarding the
rwo brands of a new woc.h paste, X and Y Each per�on 1..1sed the rwo brands for one month and rhen was
asked to .rank them by ing arbicrary numbers. Their rankings, X and Y, were recorded as follows: 

Perron l 2 ) 4 5 6 7 8 9 JO lJ 12 13 14 15 16 17 18 19 20
X 4 l 'i 2 4 15 3 8 6 10 8 l 5 12 6 2 7 5 1 3 8 

y 2 J"j I 5 16 2 6 5 11 8 2 7 10 4 2 3 10 2 4 9 

Perron 21 22 2J 24 25 26 27 28 29 30 31 32 • 33 34 35 36 37 38 39 40 

X 12 211 3 1 2 I 4 6 28 100 15 4 5 30 9 8 5 10 12 25 

y 15 40 2 2 4 4 7 25 200 20 3 6 40 15 15 3 2 18 30

Test the hypo1hcsis rhar more than half rhe population prefer brand X to Y.

Solution: We b.1ve to �c.�t H
0 

: rt S ½ against H., rt>-

We assign a µlu, sign to a pair 1f X > Y, a minus sign if X < Yand discard the pair if X"' Y. Proceeding
in rhis manner;, Wl" finJ char the number of posuive :.1gns in the given sample is 14. Also the total
number of pairs, after d1sc.uJing the cases where X == Y, is n· = 36. Thus, we have 

16

14 1 I 1 
p = _:1

6 
and the standard error of p, i.e., cr P = - x- x - = 0.083

., 2 2 36 

Now z = 3G 2 � -1.339. Since this value is greater than - 1.645, chere is no evidence against H0
0�3 

at 5% level of sign ilicancc, 
 

Thus, the sample evidc=nce does not suppon the view chat more than half of 
the population prckr X ro Y.

8.3 WILCOXON MATCHED-PAIRS SIGNED RANK-SUM TEST 

This test is a vari.int of 1he Wilcoxon Signed 
 

Rank Tcsr and can be used to test the hypothesis regarding 
the equalir-y of mnlia1b iu pair�d samples.

The ust Statistin 

Variow steps for die L-.1h.ula1i1.;n of rest st:1tisrics a.11: � o!lows:

(i)

(ii)

For each pair. calculate the Jifference d "' X - Y,
I I J 

Omit all obsi::n:uion(s) with equal valu�s a.nJ ,educe rhe sample size accordingly.

(iii) Rank thi:s� diff�rl.'nces in ascending order wirhout regard co their signs.

(iv) The cases of ti(T.l 1:inks are assigned ranks by the average method.

(v) Find T. and T_, 1�hcre T, � the sum of ranks w1rh positive d, and T is the sum of ranks with
negative d,. 
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(vi) The test statistics, to be denoted by T, is given by T, or T_ or minimum of T. and T_ for the 
respective H0 : M > or < or = M,r 

It can be shown that the distribution of T is approximately normal (when n > 25) with mean 

n(n+l) n(n+l)(2n +l) 
µ = --'----"- and standard error er = '---''-----'--..___-""'"". 

T 4 T 24 

Example 8.2: Two models of a mac:hine are under consideration for purchase. An organisation has one of 
each type for trial and each operator, out of the team of 25 operators, uses each machine for a fixed 
length of time. Their outputs .are: 

Operator No. l 2 3 4 5 6 7 8 9 10 11 12 13 

Output from Machine f 82 68 53 75 78 86 64 54 62 70 51 80 64 

Output from Machine ff 80 71 46 58 60 72 38 60 65 64 38 79 37 

Operator No. 14 15 16 17 18 19 20 21 22 23 24 25 

Output from Machine f 65 70 55 75 64 72 55 70 45 64 58 65 

Output from Machine ff 60 73 48 58 60 76 60 50 30 70 55 60 

Is there any significant difference between the output capacities of the two machines? Test 4t 5% 
level of significance. 

Solution: 

-
O.No. Ml M 1. d,. R.anks O.No. Ml M2 d,- R.anks 

~ 

I 82 80 2 2 14 65 60 5 10 

2 68 71 -3 4.5 15 70 73 -3 4.5 

3 53 46 7 15.5 16 55 48 7 l 5.5 

4 75 58 17 20.5 17 75 58 17 20.5 

5 78 60 18 22 18 64 60 4 7.5 

6 86 72 14 18 19 72 76 -4 7.5 

7 64 38 26 24 20 55 60 -5 10 

8 54 60 -6 13 21 70 50 20 23 

9 62 65 -3 4.5 22 45 30 15 19 

10 70 64 6 13 23 64 70 -6 13 

11 51 38 13 17 24 58 55 3 4.5 

12 80 79 1 l 25 65 60 5 10 

13 64 37 27 25 

Note: M
1 

and M
2 

, in the above table, denote the outputs of the machine I and Il respectively. 

From the above table, we have T -= 268 and T = 57. Thus, T = 57. . -
We have ro test H

0 
: Output capacities of the two machines are same against H.: Output capacities 

are not same. 
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. . 25 >< 26 
The mean and standard error of the srat1st1c are µr = 

4 
= 162.5 and cr r -== 

25 X 26 X 51 ----=37.2
24 

:. z = 1
57

-
162

•
5

1 =2.84 > I.96. Thus, H
0 

is rejected at 5% Jevel of significance. 
37.2 

Check Your Progress 1 

Fill in the blanks: 

I. Most of the non-parametric tests are applicable to data measured in a ............... . 

2. . .................... scale also uses numbers such that these can be ordered and their differences have 
a meanin.gful inrerprecarion. 

3. it is often said chat non-parametric tests are less efficient than the ............................... .. 

8.4 MANN WHITNEY WILC·OXON TEST 

This test is used to rest the hypothesis thar cwo independent samples have. come from rwo popularion.s 
with equal means or medians. The test can be a one or a two railed rest. The ha.sic a&sumption of the rest 
is that the distributions of the cwo populations are continuous with equal standard deviations. 

The Test Statistic 

ur n
1 

and n
1 

be the sizes of the sampJes taken from populations I and II respectively. Various steps for 
obtaining the test st.atistic a.re u follows: 

(i) Rank all the n
1 

+ n, observations, arrange in ascending order.

(ii) Find R, and R
1

, .,...here R; denotes the sum of ranks of the j th sample (i = 1, 2).

It can be shown that when each n
1 

or n
1 

is at least 10, the distribution of R
1 

(or R) will be
approximately normal with mean 

and standard error a= 

Example 8.3: For a random sample of 10 pigs, fed on diet A, the increase in weighcs, in pounds, in -a 
certain period were : 10, 6, 16, 17, 13, 12, 8, 14, 15, 9. 

For anorher sample of 12 pigs, fed on diet B, the-increase in weights, in pounds, were: 7, 13, 22, 
IS, 12, 14, 18, 8, 21, 23, 10, 17. 

Test the hypothesis that mean increase in weight is more for the pigs foci on diet B. 

Solution: It is given rhat n
1 

= 10 and n, = 12. 

We have to res! H0 : µA 
� µ

fl 
against µ

A 
< µ8

. 
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The ranlcing of the sample observations is done in the following table. 

Sampkl 10 6 16 17 13 12 

R,mks 6.5 I 16 17.5 10.5 8.5 
Sample II 7 13 22 LS 12 14 

Ranks 2 10.5 21 14.5 8.5 12.5 

From the above cable we get R
1 

"" 95.5. 

l0x 23 
Also µ

1 
=--- 115 and <J = 

2 
lOx 12x 23 

12 

95.5-115 
.. .z = --- -1.28 > -1.645. 

15.2 

8 14 15 

3.5 12.5 14.5 

18 8 21 
19 3.5 20 

15.2. 

Thus, there is no evjdence against H0 ar 5% level of significance. 

9 

5 

23 
22 

95.5 
10 17 

6.5 17.5 

8.5 THE KRUSKAL-WALLIS TEST

This test is used to determine whether k independent samples can be regarded to have been pbtained 
from identical populations with respect to their means. _The Kruskal-Wallis Test is rhe non-paramerric 
counter part of the one-way analysis of variance. The assumption of the F-test, used in analysis of 
variance, was that each of the k populations should be normal with equa1 variance. In contrast co this, 
the Kruskal-Wallis test only assumes that the k populations are continuous and have the same pattern 
(symmetrical or skewed) of distribution. The null and the a1ternarive hypotheses of the Kmskal-Wallis 
rest are: 

H
0 

! µ
1 

; µ
2 

= ...... ,., µ� (i.�., means of the le populations are equal) 

H ; Nor alJ µ.'s are equal. 
a , 

Tht: Ttst Statistic 

The compuration of the test statistic follows a procedure that is very similar to che Mann-Whirney 
Wilcoxon rest. 

(i) Rank alJ the n
1 

+ n2 + ....•. + n, -= n observations, arrayed in ascending order. 

(ii) Find R
1
, R

2
, .... .. R

t
, ��ere R, is the sum of ranks of the i th sample. 

The rest statistic, denoted by H, is given by

Ir can be shown that the distribution of His x 1 with k- 1 d.j, when size of each sample is at least 

5. Thus, if H > X!-i, H0 
is rejected.
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Example 8.4: To compare the effectiveness of three types of weight-reducing diets, a homogeneous
groups of 22 Women was divided into three sub-groups and each sub-group followed one of these diet
plans for a period of rwo months. The weighr reductions; in kgs, were noted as given below:

I 4.3 3.2 2.7 6.2 5.0 3.9

Diet'Plar,s fl 5.3 7.4 8.3 S.5 6.7 7.2 8.5
11! 1.4 2.1 2.7 3. J 1.5 0.7 4.3 3.5 0.3

Use the Krwkal-Wallis test to test rhe hypothesis that the effectiveness of the th rec weight reducing
diet plans are same at 5% level of significance.

Soluticm: It is given rhac n
1 

= 6, n
2 

= 7 and 11
3 

= 9.

The total number observations is 6 + 7 + 9 = 22. These are ranked in their ascending order as given
below:

f 12.5 9 6.5 17 14 11 70
Diet Plans Tl 15 20 21 16 18 19 22 131

Ill 3 5 6.5 8 4 2 12.5 10 1 52

From the above table, we get R 1 = 70, R1. = 13 I and R
3 

= 5 2.

H = 
12 (702 

+ 13}2- + 52
1
]_3x.23=1 5.63.

22 ><23 6 7 9) 

The tabulated value of x2 ar 2 df and 5% level of significance is 5.99. Since His greater than this
value, H

0 
is rejected at 5% level of significance.

8.6 THE RUNS TEST FOR RANDOMNESS

The ba.o;ic assumption in all statistical tests is that the sample obtained from a population be random.
The runs test can be used to test whether a given sample is random or not.

A run is defined as a sequence of identical symbols which are preceded and followed by different or
oo symbo1s at all. For example, suppose chat :i. sequence of cwo symbols, A and B, occurred as follows:

A BAA BA BBB AAA BB A 

The number of runs in the above sequence are 9.

It may be pointed out here chat when there are n observations, where each is denoted by either
symbol A or by B, the number of possible runs would lie between and including 2 to n. A sample
having unusually small or large number of runs is considered as an extreme case and thus, cannot be
regarded as random.

Thus, co rhe rest of randomness of a sample , we test H0 : The sample is random against H,, : The
sample is nor rindom. These hypotheses indicate that when the number of runs is significantly large or
small, H

0 
is rejected.

http:23=15.63
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The Test Statistic 

Let n1 be che number of symbols of one rype and n2 be the number of symbols of other rype such that 
n .. n, + n2 is the total number of observations in the sequence. Further, let r be rhe number of runs in 
the sequence. 

Using algebra, it can be shown that r is a random variable with mean f-l, = 2n,17-i + 1 and standard 
n 

27,n2 (2n1n2 -n) · ·l' • · . . 
error CJ, == 

2 
{ ) • These results can be venned by taking certarn specific cases. For example 

n n-1 

if n 1 = I and n2 = 2, we can write all possible sequences as ABB, BAB and BBA. The associateq values of 
r are 2, 3, and 2 respectively. Thus, we have 

µ = 2 + 3 + 2 = ?_ and CJ = ✓4 + 9 + 4 .i2_ = {i 
, 3 3 - • 3 9 V9 

We note the same result can be obtained by substituting n1 = 1 and n2 = 2 in the formulae for µ, 
and a. 

' 
When both n

1 
and n

1 
are at least 10, the distribution of r can be approximated by a normal 

distribution. Thus, the decision rule is as follows : 

If z = Ir - µ, I > 1.96 , reject H
0 

at 5% level of significance. 
CJ . 

r 

.Example 8.5: The weights (gms) of 31 apples picked from a consignment are as follows : 

106, 107, 76, 82, 106, 107, 115, 93, 187, 95, 123, 125, 111, 92, 86, 70, 127, 68, 130, 129, 
139, 119, 11 5,128, 100, 186, 84, 99,113,204,111. 

Tesr the hypothesis char the sample is random. 

Solution: We have to test ~ : r = µ, against H. : r "i= µ,. 

Let us denote the increase in the successive observation by a p lus ( +) sign and the decrease of 
successive observation by a minus (-) sign. From the given observations, we can write a sequ.ence of plus 

and minus signs, as given below : 

+-++++-+-++----+-+-+--+-+-+++-

From the above sequence, we have n
1 

= 16 (the number of plus signs), n1 = 14 (the number minus 
signs) and r = 20 (the number of runs). Also n = 16 + 14 = 30. 

Thus, µ =2xl6x14+l= l S.93 
r 30 

and 
2 X }6x 14(2 X 16 X 14-30) CJ = _ _ _ __._ _ ___ _._ =2.68 

' 900 X 29 

Further, 
120-15.931 

z=-'-----'-= 1.52 
2.68 
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Since this value is less than 1.96, there is no evidence against H
0 

ac 5% level of significance. Thus, 
the given sample may be treated as random. 

Check Your Progress 2 

Fill in the blank.!i: 

1. The basic assumption in all statistical rests is that the sample obtained from a population be

2. .. ............................... test is used to ten the hypothesis that two independent. samples have 
come from rwo populations with equal means or medians. 

8.7 SUMMARY 

I . The Rum Test far Randomness: 

If n
1 

is the number of symbols of one type and n1 is the number of symbols of the other rype such 
that each of them is at lea.st 10 and n = n

1 
+ n

1, then the distribution of r, the number of runs in 

2"1,r 21Ji 112 ( 2n. n1 - ") 
the sample, is approximately normal with µ, = --

2 + I and a, = 2 ( )
• The test of

n n n-1 

significance is a two tailed test. 

2. The Wilcoxon Sig,ud &nk Test:

This tesr is used to rest whether the given sample can he regarded to have come from a population

with a specified vaJuc of median. When n > 25, the statistic Tis a normal variate wich J.lr = n(n+ I)
4

and O"r = n(n+l)(2n+l)_
2-4 

3. The Matched-Pain Sig,, Te$t; This test is wed to rest the hypothesis that a proportion in population
is greater, less or equal to a given value. When n � 25, the di.&tribution of rhe sample proportion of

ki . I 
. 

·..L d �1t(l-1t) 
ran ngs 1s a norma var1ace wtm mean = If an cr, = 

11 
• 

4. Tht WilcO#Jn-Matchd-Pain Sigr,ed Rank-Sum Test:

This test is used ro test a one or a two tailed. hypothesis regarding equality of medians. When n >

11(11+!) 
25, the statistic Tis a normal variate with J.lr = --- and crr = 

4 

5. Tht Mann-Whitnry Wilcoxon Test:

(n+1}(2n+l) 
24 

This test is usecl ro reH a one or a two railed hyp othesis regarding equality of means or medians
when the rwo samples are independent.

When both n
1 

and n
1 

are at least 10, the rank Sllm R
1 

or (�) is a normal variate with
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6. The Krwko.l Wallis Test:

This test is a non-parametric counterpart f the one way analy�11:, of vat.,HILC'. The tc-. .st statistic is

12 ( R2 R2 R2l 
H= 

( 
)l-1 +-2 +······+ ..2...j_3(n+1), a X2 variate with (k-1) d.J, when �·ach sample size hn n + l 7ai n1 "1r 

at least 5. 

7. The Spearman 'i- Rank Correlation lest:

The test statistic z = 7, ,../n-l is a standard normal variate (n � I 0).

8. The Kmdalls Test of Concordance:

The test statistic is w =cc l2L.R 2 
- 3n[k(n+l)J , a X'/. variate w1rh {n - I) dJ; when each sample

kn(n + 1) 

size is at least 8. 

8.8 KEYWORDS

• Nominal Scale • Ordinal Scale

• I nterva I Scale • Rario Scale

8.9 REVIEW QUESTIONS

1. Distinguish berween parametric and non-paramecric methods for tesnn� J H:1 stic.il hvpothesis.

2. What are che advantages and disadvantages of non-parametric methoJ a5 compared to parametric
methods in statistics?

3. The following figures are a sample of 35 observacions. Find rrwd1an o� the dJ.ta and mark each
measurement as A, if greater than it, or B, if less than it. Usf' lhe run, r.:n 1<1 fioJ whether the
sample is random, at 5% level of signtfi(..111ce.

·· 
1: 

37, 46, 33, 39, S9, 4 I, 49, 44, S 1. 35. 4 I. 55, 27. 19, 35. 41. 49, 21. ��. 37, 5j, 29, 49, 48,
35, 47. 31, 41, 29, 27, 49, 63, 37, 13. 20. •.

4. The following are the number of unhs produced by a group of workers for l'S days. Use run rest
and mediao cesr to test whether the data c.in bc- regarded Ill a random urnplc?

210, 180, 170, 240, 150, 215, 198. 181. 237, 209, 165, 176, 224, lOI, 181, 2'52, 219, 154,
197, 235, 182, 167, 214, 221, 243.

5, A random sample of 50 consumers ratal br.tnd X and brand Y C1f soft dnnks l'n a .�ca.le of l to 4, 
where 4 means the highest ·preference. The sample J.ata pam had :H plw, ngns, I 5 minus signs 
and 2 zeros. Perform the matched pair:. sign ten at 5% level of signifo •. --ano: w tot 1he hypothesis 
that more than 60% consumers rate brand X higher to brand Y. 

6. To compare the price of a cemun commodi ry in cwv towns, ten shops wi::rl.": ,d�ted Jt r.rndorn in
each town. The prices \'tere recorded .u follow-.:



Town A 

TownB 
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61 60 56 63 56 63 59 56 44 62 

55 54 47 59 51 61 57 54 64 58 

Use Mann Whitney Wilcoxon method to test the hypothesis that average price is same in the two 
towns. 

7. To compare the average weekly power costs of two factories, independent samples of sizes 12 and 
10 are taken from the records of last year. The observations are give·n bdow: 

Factory I 

Factory II 

201 225 209 192 190 210 229 223 207 215 198 212 
182 167 240 190 182 200 185 165 187 184 

Use Mann Whitney Wilcoxon method to test the assertion that weekly power costs are higher in 
factory 1. 

8. A cooperative store is interested in knowing whether there is ai,1y significant difference between 
the buying habits of male and female shoppers. Samples of 14 males and 16 female shoppers gave 
the following information: 

Male 

Female 

62 38 43 79 77 23 11 52 33 41 70 49 69 43 
931 01 72 1181 00 45 68 72 47 83 9i1 06 63 66 85 81 

Use median test to verify whether there is any reason to suppose that the two populations are 
different. 

9. Th ree different methods of advertising a commodity were used and the respective samples of sizes 
9, 10 and 10 identical ourlecs were taken. The increased sales (in Rs '000) were recorded as 
follows: 

Sample 1 

Sample II 

Sample ill 

92 79 77 93 99 93 
95 76 84 85 89 90 

81 91 75 80 78 94 

71 87 98 
72 82 . 68 83 

100 86 88 69 

Use Kruskal Walli's method to test the hypothesis that mean increase in sales due to the three 
methods of advercising is same. 

10 . Random samples of three models of a scooter were rested for the petrol mileage (the number of 
kilometers per litre). Use Kruskal WaHi test to determine if the average mi.leage of the three models 
is same. 

Mode/A ; 60 54 76 48 66 52 62 56 

Model B : 62 58 52 48 70 
' I ' 

42 60 Mode!C : 42 64 36 65 82 
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Answers to Check Your Progress 

Check Your Progress 1 

1. Ordinal or nominal scale

2. lnre,val

3. Parametric test

Check Your Progress 2 

1. Random

2. Mann 'Whitney Wilcoxon Test
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9.1 INTRODUCTION

So far we have considered distributions relating to single characteristics. Such distributions are known 
as Uni.variate Distribution. When various unics under consideration are observed simultaneously, with 
regarLl to two characteristics, we get a Bivariate Distribution. For example, the simultaneous study of 
the heights and weights of students of a college. For such data also, we can compure mean, variance, 
skewness etc. for each individual characteristics. In addition to this, in the study of a bivariate distribution, 
we are also interested in knowi:-,g whether there exists some relationship between rwo characteristics or 
in other words, how far the two variables, corresponding to rwo characteristics, tend to move together in 
same or opposite directions i.e. how far they are associated. 

The regression equations are useful for predicting the value of dependent variable for given value of 
the independent variable. As pointed out earlier, the nature of a regression equation is different from the 
nature of a mathematical equation, e.g., if Y = 10 + 2X is a mathematical equation then it implies that 
Y is exactly equal to 20 when X = 5. How�er, if Y"' 10 + 2.X is a regression equation, then Y = 20 is an 
average value of Y when 

X = 5.

9.2 TYPES OF RELATIONSHIPS

For a bivariate data (X:, r). i = l, 2, ...... n, we can have either X or Y as independent variable. If Xis 
independent variable then we can estimate the average values of Y for a given value of X. The relation 
used for such estimation is called regression of Yon X. If on the ocher hand Y is used for estimating the 
average values of X, the relation will be called regression of X on Y. For a bivariate dara, there will always 
be. two lines of regression. It will be shown later that these two lines arc different, i.e., one cannot be 
derived from the other by mere transfer of terms, because the derivation of each line is dependent on a 
different set of assumptions. 

Line of Regression of Yon X

The general form of the line of regression of Yon X is YC; = a + bX,� where Y( denotes th� average or
predicted or calculated value of Y for a given value of X"' Xi' This line has rwo constants, a and b. The 
constant a is defined as the average value of Y when X = 0. Geometrically, it is the inrercept of the line 
on Y-axis, Further, the constant b, gives the average rate of change of Y per unit change in X, is known 
as the regression coefficient. 

The above line is known if the values of a and b art: known. These values are estimated from the 
observed data (X;, }?, i = I, 2, ...... 11. 

Note: lt is important to distinguish berween YC, and r;� Whereas r;. is the observed value, YC, is a value
calculated from the regression equation. 
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X 

GPl111¥11 
Lines of Regression 

Using the regression YC;: a+ b)(, we can obtain YCI, Y0 , . . . ... Ye. corresponding to theX values X1, 

X
2

, •••• •• . X. ,respectively. The difference between the observed and calculated value for a particular value 
of X say X. is called error in estimation of the i th observation on the assumption of a particular line 
of regressi~n. There will be similar type of,e~rors for all the n observations. We denote bye; = ~ - Ye; 
(i"' 1, 2, ..... n), the er~odn estimation of the i ch observation. As is obvious from figure 9, I, e

1 
will be 

positive if rhe observed point lies above the line and will be negative if che observed point lies below the 
line. Therefore, in order to obtain a figure of total error, e;1 are squared and added. Let S denote the suin. 
of sqi:ares of these · errprs, i.e., 

S= f e; = f{}~ -Yc; )2 
i-=1 i : l 

Line of Regression of X on Y 

The general form of the line of regression of X on Y is Xe,= c + d>'; , where Xe; denotes the predicted or 
calculated or estimated value of X for a given value of Y: r; and c and d are constants. dis known as che 
regression coefficient of regressjon of X on Y. 

and 

In this case, we have to calculate the value of c and d so that 

S = :E(X, - Xe? is minimised. 

As in the previous section, the normal equations for the estimation of c and dare 

r.x. = nc + d:EY 
I I 

UY= c:EY + d:EY1, · 
I I I 

D ividing both sides of eq~ation (1) by n, we have X = c + dY. 

(1) 

(2) 

This shows char che line of regression also passes through the point ( X.f). Since both the lines of 

regression passes th.rough the point ( X, Y.), tberefore (x, V) is their po inc of intersection. 

We can write c = X - dY .... (3) 
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As before, the various expressiens for d can be directly wricren, as given below: 

or 

or 

Also 

d = L(X; -x)(Y; -Y) 
I:(r; -Y)2 

d=LX,J; 

I l 
;;L(X; -~)(Y, -Y) _ Cov(X.Y) 

_!_ L(Y, - Yr - cr; 
n 

d= ni x;>-:-(I x, )(l):) 
nLY;2 -(l>~f 

.... (4) 

... . (5) 

.... (6) 

.... (7) 

.... (8) 

This expression is useful foe calculating the value of d. Another short-cut formula for rhe calcularion 
of dis given by 

where 

d =: !!_[n LU;V; -(Lu, )(L V1 ) ] 

k nI:v:-(L:V,)2 

u . = , 
X-A Y-B 

' and v. = -'--
h I k 

Consider equation (7) 

d= Cov(X,Y) = r<;Jx<Jy = r · <rx 
2 · 2 <Jy <ry 0'11 

Subsciruring the value of c from equation (3} into line of regression of X on Y we have 

X 0 =X - dY+dY; or (Xc, - X)=d(Y, - Y) 

or (Xe; - X)=r · O'x·(Y,-Y) 
O'y 

.... (9) 

.... (IO) 

(11) 

(12} 

Remarks: le should be noted here chat rhe two Lines of regression are different because rhese have been 

obrained in entirely two different ways. In case of regression of Yon ~ it is assumed chat rhe values of 

X are given and the values of Y are estimated by minimising S( Y;.- Ye? while in case of regression of X 
o n Y, ch e values of Y are assumed co be given and the values of X are estimated by minimising 

S(X, - Xe/· Since these two Lines have been estimated on the basis of differenr assumptions, they are 
nor reversible, i.e., ic is not possible co obtain one line from the ocher by mere transfer of terms. There 

is, however, one situation when chese two lines will coincide. From rhe study of correlation we may 

recall chat when r = t l , there is perfect correlation between the variables and all the poinrs lie on a 
straight line. Therefore, both the lines of regression coincide and hence. they are a lso reversible in chis 
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case. By substituting r = ± 1 in equation (12) or (24) it can be shown that the lines of regression in both 
the cases become 

Further when r = 0, equation Ya - Y = r x cr Y (xi - x) becomes Ya = Y and equation (12) becomes 
O" X 

Xe;= X. These are the equations of lines parallel to X-axis· and Y-axis respectively. These lines also 

intersect at the point (x,f) and are mutually perpendicular at this point. 

Correlation Coefficient and the Two Regression Coefficients 

S. b cry d d cr x h mce = r x -, - an = r x - , we ave 
<:rx <:ry 

b.d = r er Y x r a x = r 2 or r = Ji;J . This shows that correlation coefficient is the geometric mean of 
a x cry . 

the two regression coefficie~ts. 

Remarks: The following points should be kept in mind about the coefficient of correlation and_ the 
regression coefficients: 

(i) Since r : Cov(X,Y) , b = Cov(~,Y) and d = Cpv(,;,Y), therefore the sign of r, b and d will 
O'xO-y O x . O'y 

always be same and clt_is will depend upon the sign of Cov (X Y). 

(ii) Since bd = ,2 and O s ,2 s 1, therefore either both h and dare less than unity o r if one of them is 
greater than unity, the other must be less than unity such that O ~ b.d ~ 1 is always true. 

Example 9.1: Obtain rhe two regression equations and find correlation coefficient between X and Y 
from the following data: 

X 10 9 7 8 11 

Y 6 3 2 4 5 

Solution: 
Calculation Table 

X y XY x2 y2 

10 6 60 100 36 

9 3 27 81 9 

7 2 14 49 4 

8 4 32 64 16 

11 5 55 121 25 

45 20 188 415 90 
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(a) Regression of Yun X

b- nLXY -(Ix)(LY) 5xl88-45 x20 

- n).:X 2 -(Ix)2 = 5x415-{45)2
 =O.S

- 45 - 20 
Also, X=--=9 and Y=-=4

5 5 

Now a= Y - bX = 4 - 0.8 )( 9 = - 3.2 

:. Regression of Yon Xis Y
e 

= - 3.2 + 0.8X 

(b) Regression of X on Y

d-
n LXY -(Lx)(LY) _ 5 x188-45 x 20 _ 

- nLY2 -(IYr - Sx90-(20}1 
-O

.
B

Also, c=X-dY = 9 - 0.8 x 4 = 5.8

:. The regression of X on Y is X
e

= 5.8 + 0.8 Y 

(c) Coefficient of correlation r = -Ji;d =.Jo.ax 0.8 = 0.8

9.3 ESTIMATION USING THE REGRESSION LINE

We may recall that Y
e 

and X
e 

are the estimated values fro'm the regressions of Yon X and X on Y 
respectively. 

Consider the regression equation Y
a -Y = b( X,. 

- .x).

Taking sum over a.II the observations, we get 

I(Yc. -Y)= bI(x, - x)= o

' - LYc; - -⇒ £..,Y
c;

-nY=O or --= Ye= Y.
,, 

Similarly, it can be shown rhar X
e

= Ji . . 

. ... (I) 

This implies that the mean of.the estimated ,values i� also equal to the mean of the observed values. 

9.4 MEAN AND VARIANCE OF 
1 

e! VALUES 

(i) Mean of e,. values

Wtt know that e = Y - Y
,..

. 
I I u 

J 



Simple Regression and Correlation ■ 213 

Taking sum over all the observations, we have 

: . Mean of c-
1 

values is equal to zero. 

(ii) ¼riance of e
1 

values 

The variance of e; values, in case of regression of Yon X, is given by 

[Note thar l:(Y, - Ya )2 is the magnitude of unexplained variation in Y] 

s:.x = l I [ (r; - V)- b( x, - x)T 
n 

=I(Y;-V)2 + b2I:(x;-x)2 2bZ:(x1 -x)(y; -V) 
n n n 

2 bl 2 2b ,_ 2 2 b2 2 = cr r + cr x - • CA) x = cr·r - cr x 

2 2 2 2 ( 2 ) =cry - r cry =cry l-r 

. ... (2) 

Similarly, it can be shown that the mean of e'
1 

(= X, - Xe) values, in case of regression of X on Y, is 
also equal ro zero. Further, their variance, i.e., 

s:.r ""cr~ (1 - r2) 
Alternatively cquacion (2) can be written as, 

. 2 1 ( \ 1[ 2 ] Su ::-r Y;-Ycifyi =- LYi - arY;-bLX;Y; 
n n 

Similarly, we can write, 

Remarks: 

The above expressions for the variance are based on the following: 

( Y; - ~)2 = !:( Y; - ~) ( Y; - y) 

= L(r;- ~) r:- LCY,- Y).Y;; 

It can be shown that the last term is zero. 

L(Y1 - Y1)Y. ~-Il(Y.- V)-b(X. - xm.v + b(X1 - x)J r rt I I 

= YL(Y, - Y) - bYL(X, - X) + bI(X, - X)(Y,- Y) - b2I(X, - x)2 

= o - o + ll-L(X, - x )2 
- lrI (J<; - x )2 "' o 
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Method of Least Squares 

This is one of the most popular methods of fitting a mathematical trend. The fitted trend is termed as 
the best in the sense that the sum of squares of deviations of observations, from it, is minimized. We 
shall use this method in the fitting of following trends: 

1. Fitting of Linear Trend 

2 . Fitting of Parabolic Trend 

3. Fitting of Exponential Trend 

Standard Error of the Estimate 

The standard error of the estimate of regression is given by the positive square root of the variance of e; 
values. 

The standard error of the estimate of regression of Yon X or simply the standard error of the 

estimate of Y is given as, Sr.x = cr r ~ • 

Similarly, Sr.x = cr,, ~ is the standard error of the estimate X 

Remarks: 

According to the theory of estimation, to be discussed in Chapter 21, an unbiased estimate of the 
variance of e

1 
values is given by · 

2 ~>; n ~:>,,2 n i ( 2) ~x=--=--x--=--xcr, 1-r 
n-2 n - 2 n n-2 

:, The standard errors of the estimate of Y and rhat of X are written as 

Note that difference between these standard errors tend to be equal to the standard errors for large 
values of n. In practice, the value of n > 30 may be treated as large. 

Exampk 9.2: From the following data, compute (i) the coefficient of <;orrelation between X and Y, 
(ii) the standa_rd error of the estimate of Y: 

Solution: The coefficient of correlation between X and Y is given by 

r = L-"' = 
30 = o 94 

✓LX2 ✓Ll ffeJ42 • 

The standard error of the estimate of Y is given by (n < 30) 

(1 - r2)I/ (1 - 0.942)x42 = ~-~-== 0.79 
n - 2 8 
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F.xampk 9.3: For 100 items, it is given that the regression equations of Yon X and X on Y are 8X - IO Y 
+ 66 = 0 and 40X - 18 Y "' 214 respectively. Com puce the arithmetic means of X and Y and rhe
coefficient of determination. If the scandard deviation of Xis given to be 3, compute the standard error
of rhe estimate of Y.

Solution: 

(a) The meam ofX ,,,uJ Y: Si, ;e the lines of regression pass rhrough the. point ( X, Y), the simulrancous

solution of rhe giv1..n r.:gression equations wou1 ! give rhe mean values of X; •d Y as X = L, f = I 

( b) _ The coefficimt of determination: We assume hat BX- IO Y + 66 = 0 is the 6ressio n of Yon X and
40X- 18 Y = � 14 is the (egression of X on Y. Thus, the respective regression coefficients b and dare 

8 18 
given by 

10 
and 

40 
.

8 18
:. The coefficient of determination r2 = b.d = 

10 
x 

40 
= 0.36

(c) The standard error of the esti'1iate of 11 We know chat cr
y

_x = O'y 
J1 - r2 •

O' y To find s
y 

we use rhe relation b = r x -
cr x

Also 
1 9 

T =-
25 

3 b.a 8 5 
r = - Thus, a = __ x = - x - x 3 = 4 

5 Y r 10 3 

Hence, a u 
= 4✓1 - 0.36 = 3.2 

Check Your Progress 1 

Fill in rhe blanks: 

1. The general focm of the line of regression of Y on X is ............•.... 

2. The term regression was first introduced by .......................... in 1877 

9.5 DEFINITION OF CORRELATION 

Various expen:s have defined correlation in their own words and cheir definitions, broadly speaking, 
impJy that correlation is the degrtt of association between two or more variables. Some important 
definitions of corrdation arc gjven below: 

(i) "If rwo or more quantities vary in sympathy so that movements in one tend to be accompanied by 
corresponding movements in ocher(s) rhen they are said to be correlated." 

-l. R. Connor

(ii) ''Correlation is an analysis of covariation berween two or more variables."

-A.M Ttmu

http:4~1-0.36
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(iii) "When the relationship is of a quantitative nature, the appropriate statistical tool for' discovering 
and measuring the relacionship and expressing it in a brief formula is known as correlation.'' 

-Croxton and Cowden 

(iv) "Correlation analysis attempts to determine the 'degree of relationship' berween variables ". 

- Ya lun Chott 

Correlation Coefficient: Ir is a numerical measure of the degree of association between two or more 

variables. 

Scatter Diagram 

Ler the bivariate data be denoted by ex; Y), where i = 1, 2 ...... n. In order to have some idea about the 
extent of association berween variables X and Y, each pair (_x;, Y), i = 1, 2 ...... n, is plotted on a graph. 
The diagram, thus obtained, is called a Scarcer Diagram. 

Each pair of values Cx;, Y) is denoted by a point on the graph. The sec of such points (also known 
as dots of the diagram) may cluster around a straight line or a curve or may not show any tendency of 
association. Various possible situations are shown with the help of Figure 9.2. 

•it·Miiil 

y 

0 p ·· L. RI . hix os1tive mear e ations p 

y 

: .. 

. . . . . . . 

O Non-Linear Relationship X 

Scatter Diagram 

y 

. . . 

.. · . 
ON · t · R I • hi X egabve mear e abons p 

y 

. . . . . 

. . 

0 No Relation 
X 

If all the points or docs lie exactly on a srraight Line or a curve, the association between the variables 
is said to be perfect. This is shown in Figure 9.3. 



y 

0 

GPi'iiifl 

Perfect Positive 
Linear Relationship 

Scatter Diagram 

y 

XO 
Perfect Negative 

Linear Relationship 
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Y. 

XO 
. . . 

Perfect Non-Linear 
Relationship 

X 

A scatter diagram of the data helps in having a visual idea about the nature of association between 
two variables. If the points cluster along a straight line, che association between variables is linear. 
Further, if the points cluster along a curve, the corresponding association is non-linear or curvilinear. 
Finally, if the points neither cluster along a scraighc line nor along a curve, there is absence of any 
association between the variables. 

le is also obvious from the above figure that when low (high) values of X are associated with low 
(high) value of Y, che association between chem is said co be positive. Contrary co chis, when low (high) 
values of X are associated with high (low) values of Y, the association between them is .said co be negative. 

This chapter deals only with linear association between che two variables X and Y. We shall measure 
the degree of linear association by the Karl Pearson's formula for the coefficient of linear correlation. 

Correlation Analysis 

The simplest way to find out qualitatively the correlation is co plot the data. 1n the case of our example, 
a strong positive corrdation between y and x is evident, i.e., the plot reveals that as the weight increases, 
the fuel consumption increases as well. How can we quantify the degree of correlation? T his is usually 
done by specifying the correlation coefficient R, defined as 

= _ l _IX; -µx J; - µy 

n - 1 i=I O r O) 
(l) 

where µ, and CJ, denoce the sam ple mean and the sample standard deviation respeccjvely for the 
variable x and µ and CJ denote the sample mean and the sample standard deviation respectively for the 

J J 
variabley. 

Now_, lee's assume that a perfect linear relationship exists between rhe variables x and y. i .e., Y, 
= ax, + b for i = I , 2, . ....... . n with a* 0. Now verify using the definitions of the mean and the variance 
char= a + band = I al. This implies from Eq. l chat R = all al. Or in other words, R = 1 if a > 0 and R 
= - I if a < 0. The case R = 1 corresponds to the maximum possible linear positive association between 
x and y, meaning chat all the data points will lie exactly on a straight Jine of positive sl0pe. Similarly, R 
= - I col'responds to the maximum possible negative association between the statistical variables x and 
y. In general, -1 $ R $ I wirh the magnitude and the sign of R representing the strength and direction 
respecrively of the association between che two variables. For che daca given in Figure 9.4, R = 0.977 
implying a moog positive correlation between the fuel consumption and the weight of the automobile. 
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The prediction interval estimates what future values will be, based upon present or past background 
samples taken. It tells tell the next data point sampled. As few as one future value can be estimated, and 
as few as four background values can be used to determine prediction limits (the minimum recommended 
in order to determine a standard deviation). 

Assume:, that the data really are randomly sampled from a Gaussian distribution. Collect a sample 
of data and calculate a prediction interval. Then sample one more value from the population. If you do 
chis many times, you'd expect chat next value to lie within that prediction interval in 95% of the 
samples. The key point is that the prediction interval cells you about the distribution of values, nor the 
uncertainty in determining the population ,;nean. Prediction intervals must account for both the 
uncertainty in knowing the value of the population mean, plus data scatter. So a prediction interval is 
always wider than a confidence interval. 

The prediction interval attempts to determine what future values will be with a degree of confidence, 
just as in the confidence and tolerance intervals. Eor example, we may attempt co predict that the next 
set of samples wiU fall within a determined range, with 99% confidence. To calculate prediction limits, 
we first must know a .sample mean and standard deviation, based upon background data of sample size, n. 
Once we decide how many sampling periods and how many samples will be collected per sampling 
period, we can determine the prediction interval by using the same generic equation: 
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X±K·s 

Where this time K is determined by the below equation. Recall, again, that we may be interested in 
a I-railed interval, which would simply have a "+" or a"_,; in the above equation, and we would use i 
t.ailed values instead of 2-tailed values for K 

for 

k = number of sampling periods interested in 

m = number of samples per sampling period (usually m = I) 

n = number of background samples 

1-a/ k = level of confidence ( use l-a/2k for 2-tailed interval) 

Let's define that word !expect' used in defining a prediction interval. It means there is a 50% chance 
chat you'd see the value within the interval in more than 95% of the samples, and a 50% chance chat 
you'd see the value witliin the interval in less than 95% of the samples. 

Making Inference about Population Parameter 

Population parameter is the feature or characteristic of a population whose value you want co determine. 
It is the mean of some variable in a population, or the median, or the st:.ndard deviation, are all 
population parameters. Generally, their values defint that population. 

Parametric statistical inference may take the form of: 

1. Estimation: on the basis of sample data we estimate the value of some parameter of the population 
from which the sample was randomly drawn. 

2. Hypothesis Testing: We test the null hypothesis that a specified parameter (I shall use 0 to stand 
for the parameter being estimated) of the population has a specified value. 

One must know the sampling distribution of che estimator (the statistic used to estimate 0 · I shall 
use to stand for the statistic used to estimate (JJ to make full use of the estimator. The sampling 
distribution of a statistic is the distribution-that would be obtained if you repeatedly drew samples of a 
specified size from a specified population and computed on each sample. In other w<,>rds, it is the 
probability distribution of a statistic. 

Coefficients of Determination and Correlation 

We recall that in the line of regression Ye =- a + bX, Xis used to estimate the value of Y Fu rther, the 
estimate of Y, independently of X. is given by a constant. Let this conscanc·be A. Thus, we can write Ye = A. 

Given the observations~. ½• ...... y;,, A will be the best estimate of Yif S = f (Y;.- A}1 is minimum. 
;~, 

85 
The necessary condition for minimum of 5 is aA = 0. 
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:. The best estimate (an estimate having minimum sum of squares of errors) of Y, independently of 

X, is given by Ye = Y . 

Remarks: If X and Y are independent variables, the two lines of regression are Ye = Y and Xe= X. 

Very often, when we use X fo r the estimation of Y, we are interested in knowing how far the use of 

X enables us to explain the variations in Yvalues from f or, in other words, how much of the·var!ations 

in Y, from f, are being explained by the regression equation Ye;= a + bX/ To answer this question; we 
write 

r; - Y = Y, - Y0 + Y0 - Y (Subtracting and adding Ye} 

Squaring both sides and taking sum over all the observations, we have 

.. .. (1) 

Consider the product term 

T h us, equation (1) becomes 

.... (2) 

From the above figure, we note that Ye, - Y is the deviation of the estimated value from y. This 

deviation has occurred because X and Y are related by the regression equation Y
0 

= a + bX;, so that the 
estimate of Y is Ye, when X = :<;. Similar type of deviations would occur for other values of X T hus, the 

magn itude of the term I,(Y;:-; -Yr gives the strength of the relationship, Y0 = a+ bXi' between X and 

Y or, equivalently, the variations in Y that are explained by the regression equation. 



Simple Regression and Correlation ■ 221 

y 

(Y1 - Y,1) { 

(Xi,YJ 

) (Yd- Y) 
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a I 
0 X 

hii·MiAI 
Lines of regression 

The other term ~- Ye; gives the deviation of i th observed value from the regression line ·and thus 

the magnitude of the term I(Y; -YcJ gives the variations in Y about the line of regression. Thes~ 

variations.are also known ~ unexplained variations in Y. 

Adding the two types of variations, we get the magnitude of total variations in Y. Thus, equation (2) 
can also be written as 

Total variations in Y = Unexplained variations in Y + Explained variations in Y. 

Dividing both sides of equation (2) by I(r: -fr, WC have 

.... (3) 

or 1 = Proportion of unexplained variations + Proportion of variations explained by the regression 
equation. 

The proportion of variation explained by regression equation is called the coefficient of determination. 

Thus, the coefficient of determination 
- I(Ya -fr 
- I:(Y; -i)2 

[I(x;.-x)(Y;-Y)J 
I(xi - xy I(Yi - f)2 

2 
=r 

This result shows that the coefficient of determination is equal to the square of the coefficient of 
correlation, i.e., ,J- gives the proportion of variations explained by each regression equation. 
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Remarks: 

(i) lt should be obvious from the above that it is desirable to calculate the coefficient of correlation 
prior to the fitting of a regression line. If r is high enough, the fitted line will explain a greater 
proportion of the variations in the dependent variable. A low value of r would, however, indicate 
that the proposed fitting of regression would not be of much use. 

(ii) The expression fo r the coefficient of determination for regression of X on Y can be written in a 

similar way. Here we can write 

Limitations of Coefficient of Correlat .ion 

This measure, however, suffers from certain limitations, given below: 

l . Coefficient of correlation r does not give any idea about the existence of cause and effect relationship 
between the variables. It is possible that a high value of r is obtained although none of them seem 
to be directly affecting the other. Hence, any -interpretation of r should be done very carefully. 

2. It is only a measure of the degree of linear relationship between cwo variables. If the relationship is 
not linear, the calculation of r docs not have any meaning. 

3. Its value is unduly affected by extreme items. 

4. If the data are not uniformly spread in the relevant quadrants, the value of r may give a misleading 
interpretation of the degree of relacionsh.ip between the two variables. For example, if there are 
some values having concentration around a point in first quadrant and there is similar type of 
concentration in third quadrant, the value of r will be very high although there may be no linear 
relation between the variables. 

5. As compared with other methods, to be discussed later in this lesson, the computations of r are 
cumbersome and time consuming. 

Probable Error of r 

It is an old measure to test the significance of a particular value of r without the knowledge of test of 
hypothesis. Probable error of r, denoted by P.E.(r) is 0.6745 times its standard error. The value 0.6745 

is obtained from the fact chat in a normal distribution r ± 0.6745x S.E. covers 50% of the total 

distribution. 

According to Horace Secrist ''The probabk error of correlation coefficient is an amount which if adtkd 
to and subtracted from the mean correlation coefficient, gives limitJ within which the chances art even that a 
coefficient of correlation from a series ukcted at random wiU fall " 

1-r2 l - r 2 

Since standard error of r, i.e., S.E., = ✓n , :. P.E.(r )= 0.6745 x ✓n 
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Uses of P.E.(r) 

(i) It can be used to specify the limits of population correlation coefficient r (rho) which are defined 
as r - P.E.(r) ~ r ~ r + P.E.(r), where r denotes correlation coefficient in l'opulation and r denotes 
correlation coefficient in sample. 

(ii) It can be used to test the significance of an observed value of r without the knowledge of test of 
hypothesis. By convention, the ru1es arc: 

(a) If I~ < 6 P.E.(r), then correlation is noc significant and this may be treated as a situation of no 
correlation between the two variables. 

(b) If I~> 6 P.E,(r), then correlation is significant and this implies presence of a strong correlation 
between the two variables. 

(c) If correlation coefficient is greater than 0.3 and probable error is relatively small, the correlation 
coefficient should be considered as significant. 

Example 9.4: Find our correlation between age and playing habit from the following information and 
also its probable error. 

Age 

No. of Stut,unts 

Regular Players 

15 16 17 

250 200 150 

200 1'50 90 

18 19 20 

120 100 80 

48 30 12 

Solution: Let X denote age, p the number of regular players and q the n umber of students. Playing 
habit, denoted by Y, is measured as a percentage of regular players in an age group, i.e., Y = (pl q) x 100. 

Table for calculation of r 

X q p y u=X-17 v =Y-40 f'V u2 f/2 

15 250 200 80 - 2 4o -80 4 1600 

16 200 150 75 - ] 35 -35 1 1225 

17 I 50 90 60 0 20 0 0 400 

18 120 48 40 I 0 0 l 0 

19 100 30 30 2 -10 -20 4 100 

20 80 12 15 3 -25 -75 9 625 

Total 3 60 -210 19 3950 

'XY = -6x210-3 x60 =-0.99 
✓6 X 19-9✓6 X 3950-3600 

[t-(0.99}2] 
Probable error of r, i.e., P.E.(r )= 0.6745 x J?, 0.0055 

I 6 

Example 9.5: Test the significance of correlation for the values based on the number of observations (i) 
IO, and (ii) 100 and r = 0.4 and 0.9. 
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Solution: 

(i) 
1-0.42 

(a) Consider n = 10 and r = 0.4. Thus� P.E.(r)=0.6745x ./IO 0.179 and, 10 

6 P.E "' 6 ,o: 0.179 = l.074. Since I�< G PE, r is not significant. 

1-0 92 

(b) Take,,= 10 and -r = 0.9. Thus, P.E. = 0.6745x .Jia =0,041 and 6 PE. = G )( 0.041- 10 
= 0.246. Since lrl> 6 P.E, r is highly significant. 

_ (1-0.42 ) 
(ii) (a) Take n = I 00 and r = 0.4. Thus, 6P.E. = 6 x 0.6745 ✓100 = 0.34

100 

Since. I�> 6 P. E., r is significant. 

(1-0.92 ) 
(b) Take n = 100 and r = 0.9. Thus, 6P.E. = 6 x 0.6745 .Jfoo

100 

Since. l,f> 6 P.E, r is significant. 

0.077 

9.6 REGRESSION AND CORRELATION ANALYSIS 

As in case of calculation of correlation coefficient, we can dfrectly write the formula for tbe two regression 
coefficients for a bivariate frequency distribution a.s given below: 

b= NLLf1X;Y; -(l":J;X, )(I..0'l';·) 
N '"fJ;:<; - (I,.,t;xJ

X.-A Y--B 
or, if we define M; = '

h 
and vi = T, 

Similarly, 

or 

b=!__[NLLf.•,•; -Qj,... )(Llh lj 
h N I,J;11; -(Lfiu; r . 

d = N""£I,foX1� -(I,J;X1 )(L,0-'Y,)
NI,f/Y/-(LJi'Y1 Y 

d = �[NI,[;iu;IJ1 -(I,!,u1 )(2/�v1 )]
k NL,f,'v: -(Lfi'";) 

Exam.pk 9.6: By calculating the cwo regression coefficiencs obtain the two regression lines from the 
following data: 
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Y ➔ 

X J, 
0-5 5-10 10-15 

0- 10 2 5 7 
10-20 1 3 2 

20- 30 8 4 0 

Solution: The mid points of X-values are 5, 15, 25. 

X-15 . 
Let u :== --, :. Correspondmg u-values become - 1, 0, 1 

10 

Similarly, the· mid-points of Y-values are 2.5, 7.5, 12.5 

Le 
Y - 7.5 

t v = 5 , Corresponding v-values become - 1, 0, 1 

Calculation Table 

t; 11 1~ 

~'{ -11 0 

~ 11 0 

From the table N = 32 (total frequency) 

(a) lugression of Y on X 

9 

9 

Regression Coefficient (here h = 10 and k = 5) 

Ii f~, 
14 -14 

6 0 

12 12 

32 -2 

- 2 

20 

M 
14 

0 

12 

26 

b = ----- x -= ---x - = - 0.25 [
-32xl3-2x2] 5 - 416-4 1 

32x26-4 10 832-4 2 

Also, 
_ 10(-2) - 5(-2) 
X=15+ -----'-----'-= 14.73 and Y=7.5+-- =7.19 

32 32 

:. a= Y -bX = 7. 19 + 0.25 x 14.73 = 10.87 

Hence, the regression of Yon X becomes Ye= 10.87 - 0.25X 

(b) Regression of X on Y 

R . ffi . d [ -420 ] 10 egress ion coe 1c1ent = ---- x - = -1.32 
32 X 20-4 5 

QfJ 
-5 

0 

-8 

-13 

http:5(-2)=7.19
http:10(-2)=14.73
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Also, c=X-dY =14.73 + 1.32 x 7.19 = 24.12 

Hen�, the regression of X on Y becomes Xe= 24.22 - l.32 Y 

Check Your Progress 2 

Fill in rhe blanks: 

1. .. ............•.•....•.. is an analysis of co-variation between two or more variables. 

2. .. ........................•. r does not give any idea about the existence of cause and effect relatio.n.ship 
between the variables. 

9.7 SUMMARY 

The regression eq_uacions are useful for predicting the vaJue of dependent variable for given value of the
independent variable. As pointed our earlier, the nature of a regression equation is different from the 
nature of a mathematical cquacioa, e.g., if Y = 10 + 2X is a mathematical equation then it implies that 
Y is exactly equal to 20 when X = 5. 

However, if Y = 10 + 2X is a regression equation, rhen Y"' 20 is an average value of Y when X = 5. 

The term 'Regression', originated in chis particular concext, is now used in various fields of study, 
even though there may be no existence of any regressive tendency. 

For a bivahare data �., Y), i"' 1, 2, ...... n, we can have either X or Y as independent variable. If X 
is independent variable. then we can estimate che average values of Y for a given value of X. When che 
rela.rionship is of a quantitative nature, the appropriate statistical tool for discovering and measuring the 
relationship and expressing it in a brief formula is known as corrdation. 

So far we have considered disrribucions relating tO single characteristics. Such distributions ate 
known as Univariate Distribution. When various units unde_r consideration are observed simultaneously, 
wich regard to two characteristics, we get a Bivariate Distribution. For example, the simultaneous study 
of the heights and weights of students of a college. For such data also, we can compute. mean, -variance, 
skewness etc. for each individual characteristics. In addition to this, in the study of a bivariate distr:ibucion, 
we are also interested in knowing whether there exists some relationship between two characrerist.ics or 
in orher words, how far the two variables, car.responding to two characteristics, tend to move together in 
same or opposite directions i.e. how far they are associated. 

9.8 KEYWORDS 

• Correlation • Spearman's Rank correlation

• Standard Error • Covariance

• Coefficient of determination • Regrl:$Sion analysis

9.10 REVIEW QUESTIONS 

1. Distinguish between correlation and regression. Discuss lc:ur square method of fict.ing regression.
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2. What do you understand by linear regression? Why there are two lines of regression? Under what 
condicion(s) can ther~ be only one line? 

3. Write a note on the standard error of the estimate. 

4. The regression line gjves only a 'best estimate' of the quantity in question. We may assess the 
degree of uncertainty in this estimate by calculating ics standard error. Explain. 

5. Given a scatter diagram of a bivariate data involving two variables X and Y. Find the conditions of 
minimisation of and hence derive the normal equations for the linear regression of Yon X. Whar 
sum is to be minimised when X is regressed on Y? Write down the normal equation in this case. 

6. What is the method of least squares? Show that the two lines of regression obtained by this 
method :l!_e irreversible except when r = ::t 1. Explain. 

7. (a) Define correlation between two variables. 

(b) Define the concept of covariance. How do you interpret it? 

8 . Define correlation and discuss its significance in statistical analysis. Does it signify 'cause and 
effect' relationship between the two variables? 

9. (a) What do you understand by the coefficient of linear correlation? Explain the significance and 
limitations of this measure in any statistical analysis. 

(b) Write down an expression for the Kati Pearson's coefficient of linear correlation. Why is it 
termed as the coefficient of linear correlation? Explain. 

10. (a) Describe the method of obtaining the Karl Pearson's formula of coefficient of linear correlation. 
What do positive and negative values of this coefficient indicate? 

(b) Does a zero value of Karl Pearson's coefficient of correlation between two variables X and Y 
imply that X and Y are not related: Explain. 

11. De.fine product moment coefficient of correlation. W hat are t he advantages of the srudy of 
correlation? 

12. Show that rhe coefficient of correlation, r, is independent of change of origin and scale. 

13. Prove that the coefficient of correlation lies between - 1 and + L 

14. "If two variables are independent the correlation between them is zero, but the converse is not 
always true". Explain the meaning of this statement. 

15. Calculate the coefficient of correlation by Karl Pearson's method for the following data relating to 
the money supply (in crores of Rs) and deposit money with the public (in crores of Rs): 

Year Money 
Supply 

Deposit 
Money Yeu Money 

Supply 
Deposit 
Money 

1961 29 8 1966 46 15 

1962 30 9 1967 50 18 

1963 33 9 1968 54 20 

1964 38 12 1969 58 21 

1965 41 14 1970 70 25 

Wh:,,r conclusions do you draw? 
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Answers to Check Your Progress 

Check Your Progress 1 

I. YC. =a+ bX
l I 

2. Sir Francis Gal ton

Check Your Progress 2 

I. Correlation

2. Coefficient of Correlation
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10.1 INTRODUCTION

A series of observations, on a variable, recorded after successive inrervaJs of time is called a time series, 
The successive intervals are usually equal time intervaJs, e.g., it can be 10 years, a year, a quarrer, a 
month, -a week, a day, an h,our, etc. The data on the population of India is a time series data where rime 
interval berween rwo successive figures is l O years. Similarly figures of national income, agricultural and 
industrial production, etc., are available on yearly basis. 

It: should be noted here rhat the time series data are bivariate data in which one of rhe variables is 
time. This variable will be denoted by t. The symbol 1-: will be. used to denore the observed value, at 
point of time t, of the other variable. If the data pertains to n periods, it can be written as (t, Y), t = I, 
2, .... n. 

10.2 VARIATIONS IN TIME SERIES

An observed value of a time series, Y_, 
is che net effect of many types of influences such as changes in 

population, techniques of production, seasons, level of business activity, castes and habits, incidence of 

fire floods, ecc. It may be noted here that different cypes of variables may be affected by djfferent types 
of factors, e.g., factors affecting the agricu_ltural output may be entirely different from the factors affeccing 
industrial output. However, for the purpose: of time series analysis,-.: ,•ious factors arc classified inro the 
following three general categories applicable to any cype of variable. 

1. Secular Trend or simply Trend

2. Periodic or Oscillatory Variations

(i) Seasonal Variations

(ii) CyclicaJ Variations

3. Rand.om or Irregular Variations

Secular Trend 

Secular trend or simply trend is che generaJ tendency of the data ro increase or decrease or stagnate over 
a long period of time. Most of the business and economic time series would reveaJ a tendency ro increase 
or to decrease over a number of years. For example, data regarding industrial production, agricultural 
production, population, ban.k deposits, deficit financing, etc., show chat, in general, thest magnitudes 
have been rising over a fairly long period. A5 opposed to this, a time series may also reveal a declining 
trend, e.g., in the case of substitution of one commodity by a1;1other, the demand of che substituted 
commodity would reveal a declining trend such as the. demand for cotton clothes, demand for coarse 
grains like bajra, jowar, etc. With the improved medical facilities, the death rate is likely to show a 
declining trend, etc. The change in trend, in either case, is attributable to the fundamental forces such 
as changes in population. technology, composition of production, etc. 

According to A.E. Waugh, secular trend is, "that irreversible movement which continues, in general. 
in the same direction for a considerable period of time''. There are rwo parts of this definition; (i) 
movement in same direction, which implies thar if the values are increasing (or decreasing) in successive 
periods, the tendency continues; and (ii) a considerable period of time. There is no specific period 
which can be caJled as .a long period. Long periods are different for different situations. For example, in 
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It should be noted here that both of rhe causes, mentioned above, occur regularly and are often 
repeated after a gap of less than or equal to one year. 

Objectives of Measuring Seasonal Variations 

The main objectives of measuring sea~onal variations are: 

1. To analyse the past seasonal variations. 

2. To pre~,ct the value of a seasonal variation which could be helpful in short-term planning? 

3. To eliminate the effect of seasonal variations from the data.. 

Methods of Measuring Seasonal Variations 

The measurement of seasonal variation is done by isolating them from other components of a rime 
series. There are four methods commonly used for the measurement of seasonal variations. These methods 
are: 

I . Method of Simple Averages 

2. Ratio to Trend Method 

3 . - Ratio ro Moving Average Method 

4. Method of Link Relatives 

Method of Simple Averages 

This method is used when the rime series variable consists of only the seasonal and random components. 
T he effect of taking average of data corresponding to the same period (say 1st quaHer of each year) is to 

eliminate the effect of random component and thus, the resulting averages consist of only seasonal 
component. These averages are then converted into seasonal indices. 

Example JO.I: Assuming that trend and cyclical variations are ab~ent, compure the seasonal index for 
each month of the following data of sales (in Rs ,000) of a company. 

Year Jan Feb Mar Apr May Jun Jui Aug Sep Oct Nov Dec 

1987 46 45 44 46 45 47 46 43 40 40 41 45 
1988 45 44 43 46 46 45 47 42 43 42 43 44 
1989 42 41 40 44 45 45 46 43 41 40 42 45 

Solution: 

Calculation Table 

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

1987 46 45 44 46 45 47 46 43 40 40 41 45 
1988 45 44 43 46 46 45 47 42 43 42 43 44 
1989 42 41 40 44 45 45 46 43 41 40 42 45 
Total 133 130 127 136 136 137 139 128 124 122 126 134 

Al 44.3 43.3 42.3 45.3 45.3 45.7 46.3 42.7 41.3 40.7 42.0 44.7 

S.l. 101.4 99.l 96.8 103.7 103.7 104.6 105.9 97.7 94.5 93.1 96.1 102.3 
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In the above table, A; denotes the average and $.I. the seasonal index for a particular month of 
various years. To calculate the seasonal index, we compute grand average G, given by 

LA 524 A. 
G:; --' = -= 43.7 . Then the seasonal index for a particular month is given by S.l. = -' x 100. 

12 12 G 

Further, rs.I. = l 198.9 i: 1200. Thus, we have to adjust these values such that their total is 1200. 

This can be done by multiplying each figure by 
1200 

. The resulting figures are the ;idjusred seasonal 
1198.9 

indices, as given below: 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

101.5 99.2 96.9 103.8 103.8 104.7 106.0 97.8 94.6 93.2 96.2 102.3 

Remarks: The totals equal to 1200, in case of monthly indices and 400, in case of quarrerly indices, 
indicate rhat the ups and downs in the time series, due to seasons, neutralise themselves withi'n that 
year. It is because of this that the annuaJ data are free from seasonal component. 

Example 10.2: Compute the seasonal index from the following data by the method of simple averages. 

Year Quarter y Year Quarter y Year Quarter y 

1980 I 106 1982 I 90 1984 I 80 

II 124 1J 112 II 104 

Ill 104 III 101 III 95 

IV 90 JV 85 JV 83 

1981 I 84 1983 J 76 1985 I 104 

II 114 fl 94 II 112 

111 107 Ill 91 Ill 102 

IV 88 IV 76 IV 84 

Solution: 

Calculation of Sectsonal Indices 

Years 1st Qr 2nd()[ 3rd Qr 4th{)[ 

1980 106 124 104 90 

1981 84 114 107 88 

1982 90 112 101 85 

1983 76 94 91 76 

1984 80 104 95 83 

1985 104 112 102 84 

Total 540 660 600 506 

/4 90 110 100 84.33 

/4 x lOO 
G 

93.67 114.49 104.07 87.77 
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We have G =LA;= 384.33 
4 4 

96.08. Futther, since the sum of terms in the last row of the tlj.ble is 

400, no adjustment is needed. These terms are the seasonal indices of respective quarters. 

Merits and Demerits 

T his is a simple method of measuring seasonal variations which is based on the unrealistic assumption 
that the trend and cyclical variations are absent from the data. However,~e shall see later that this 
method, being a part of the ocher methods of measuring seasonal variations, is very useful. 

Ratio to Trend Method 

This method is used when cyclical variations are absent from the data, i.e., the cime series variable Y 
consists of trend, seasonal and random components. 

Using symbols, we can write Y = T.S.R 

Various seeps in the computation of seasonal indices are: 

1. Obtain the trend values for each month or quarter, etc., by the method of least squares. 

2. Divide rhe original values by the corresponding trend values. This would eliminate trend values 
from the data. To gee figures in percentages, the quotients are multiplied by 100. 

Thus, we have 

y x 100= T.S.R x 100= S.R. 100 
T T 

3. Finally, the random componenc is eliminated by the method of simple averages. 

Example 10.3: Assuming chat the trend is linear, calculate seasonal indices by the ratio to moving 
average method from the following data: 

Quarterly Output of Coal In 4 Years (in thousand tonnes) 

Year I fl Ill IV 

1982 65 58 56 61 

1983 68 63 63 67 
1984 70 59 56 52 

1985 60 55 51 58 

Solution: By adding the values of all the quaners of a year, we can obtain annual output for each of the 
four years. Fit a linear trend to the data and obtain trend values for each quarter. 

Year Output X = 2(t-1983.5) XY xi 
1982 240 - 3 -720 9 
1983 261 -1 -261 I 

1984 237 1 
I 

237 1 

1985 224 3 672 9 

Tota/ 962 0 - 72 20 
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962 -72 
From the above cable, we get a = - = 240.5 and b=--= -3.6 

4 20 

Thus, the trend line is Y = 240.5 - 3.6X, Origin : 1st January 1984, unit of X : 6 months. 

The quarterly trend equation is given by 

Y = 240.S _ 3.6 X or 
4 8 

Y = 60.13 - 0.45X, Origin : 1st January 1984, unit of X: l quarter (i.e., 3 

months). 

Shifting origin to l 5th Feb. 1984, we gee 

l 
Y: 60.13 - 0.4S(X + 2) = S10.9 - 0.45X, origin I-quarter, unit of X = l quarter. 

The table of quarterly values is given by 

Year I !I III rv 
1982 63.S0 63.05 62.60 62.15 

1983 61.70 61.25 60.80 60.35 

1984 S9.90 S9.45 59.00 58.55 

1985 . S8.10 S7.65 57.20 56.75 

y 
The cable of Ratio to Trend Values, i.e., T x 100 

Years I fl Ill JV 

1982 102.36 91.99 89.46 98.15 

1983 110.21 102.86 103.62 111.02 

1984 116.86 99;24 94.92 88.81 

1985 103.27 9S.40 89.16 102.20 

Total 432.70 389.49 377.16 400.18 

Average 108.18 97.37 94.29 100.05 

SJ. 108.20 97.40 94.32 100.08 

399.89 
Note: Grand Average, G = 

4 
99.97 

&ampk 10.4: Find seasonal variations by the ratio to trend method, from the following data: 

Year !-Qr II-Qr Ill-Qr IV-Qr 

197S 30 40 36 34 

1976 34 52 50 44 

1977 40 58 54 48 

1978 54 76 68 62 

1979 80 92 86 82 
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Solution: First we fir a linear trend to the annual totals. 

Annual Totals x2 Years 
(Y) 

X XY 

1975 140 - 2 -280 4 

1976 180 -I - 180 1 

1977 200 0 0 0 

1978 260 l 260 I 

1979 340 2 680 4 

Total 1120 0 480 10 

1120 480 
Now a=--=224 and b= - =48. 

5 IO 

.·. The trend equation is Y = 224 + 48X o,igin : 1st July 1977, unir of X = I year. 

. . 224 48 . . . 
The quarterly trend equation 1s Y = -+-X = 56 + 3X, ongin : 1st July 1977, unit of X = 1 

4 16 

quarter. 

Shifting the origin ro III quarter of 1977, we get 

I 
Y = 56 + 3(X + - ) = 57.5 + 3X 

2 

Table of Quarterly Trend· Values 

Year I II III IV 

1975 27.5 30.5 33.5 36.5 

1976 39.5 42.5 45.5 48.5 

1977 51.5 54.5 57.5 60.5 

1978 63.5 66.5 69.5 72.5 

1979 75.5 78.5 81.S 84.S 

Ratio to Trend Values 

Year 1 JI fl! IV 

1975 109.1 131. l 107.5 93.2 

1976 86.1 122.4 109.9 90.7 

1977 77.7 106:4 93.9 79.3 

1978 85.0 114.3 97.8 85.5 

1979 106.0 11 7.2 105.5 97.0 

Total 463.9 591.4 514.6 445.7 

A; 92.78 118.28 102.92 89.14 

SJ. 92.10 117.35 102.11 88.44 
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Note that the Grand Average G= 
40

~
12 

- 100.78• Also check that the sum of indices is 400. · 

Remarks: If instead of multiplicative model we have an additive model, then Y = T + S + R or S + R = 

Y - T. Thus, the trend values are to be subtracted from the Y values. Random component is then 
eliminated by the method of simple averages. 

Merits and Demerits 

It is an objective method of measuring seasonal variations. However, it is very complicated and doesn't 
work if cyclical variations arc present. 

Ratio to Moving Average Method 

The ratio to moving average is the most commonlt used method of measuring seasonal variations. This 
method assumes the presence of all the four components of a time series. Various steps in the computation 
of seasonal indices are as follows: 

(i) Compute the moving averages with period equal co the period of seasonal·vari:;-.tions. This would 
eliminate the seasonal component and minimize the effect of random component. The resulting 
moving averages would cons_ist of trend, cyclical and random components. 

(ii) T he original values, for each quarter (or month) are divided by the respective moving average 
figures and the ratio is expressed as a percentage, i.e .• 

~ = TCSR = SR" 
M.A. TCR' 

where !( and K' denote the changed random components. 

(iii) Finally, the random component }(' is eliminated by the method of simple averages. 

Example J 0.5: Given the following quarterly sale figures, in thousand of rupees, for the year 1986-
1989, find the specific seasonal indices by the method of moving averages. 

Year I 11 III IV 

1986 34 33 34 37 

1987 37 35 37 39 

1988 39 37 38 40 

1989 42 41 42 44 
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Solution: Calculation of Ratio to Moving Ave.rages 

4-Period . 1 y 
Year I Quarter Sales 

Moving Total 
Centred Total 4 Pmod M -xlO0 

M 

1986 I 34 . .. ... . .. 
II 33➔ ... ... . .. 
Ill 34➔ 

138 ➔ 279 34.9 97.4 

IV 37➔ 
141➔ 284 35.5 104.2 

1987 I 37➔ 
143 ➔ 289 36. 1 102.5 

II 35➔ 
146 ➔ 294 36.8 95.1 

Ill 37➔ 
148➔ 298 37.3 99.2 

IV 39➔ 
150➔ 302 37.8 103.2 

1988 I 39➔ 
152 ➔ 305 38.1 102.4 

If 37➔ 
153➔ 307 38.4 96.4 

III 38➔ 
154➔ 311 38.9 97.7 

N 40➔ 
157 ➔ 318 39.8 100.5 

1989 I 42➔ 
161 ➔ 326 40.8 102.9 

If 41➔ 
165➔ 334 41.8 98. 1 
169 

III 42 ... . .. . .. 

IV 44 ... ... .. . 

Calculation of Seasonal Indices 

Year I If Ill IV -
1986 - - 97.4 104.2 

1987 102.5 95 .1 99.2 103.2 

1988 102.4 96.4 97.7 100.5 

1989 102.9 98. l - -
Total 307.8 289.6 294.3 307.9 

A, 102.6 96.5 98. l 102.6 

S.I. 102.7 96.5 98.1 102.7 

Note chat the Grand Average G = 39: ·8 = 99.95. Also check that the sum of indices is 400. 

Example 10.6: The following table gives the figures of imports of a certain commodity during four 
years. Determine the seasonal variations by ratio to moving average method on the assumption th;i.t 
various components are additive. 
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Year I II III IV 

1988 22 26 25 27 

1989 24 20 29 35 
1990 31 27 38 40 

1991 41 40 46 48 

Solution: 

Calculation of Moving Averages and Short-term fluctuations 

Im0orts 4 -Quarter Short Term 
Year I Quarter Y) Moving Total Centred Total 4 Quarter M.A. Fluctuations 

(Y-M.A.) 
1988 I 22 ... . .. . .. 

II 26➔ 100➔ 
... ... . .. 

Ill 25➔ 202 25.2 . - 0.2 
IV 27 102➔ 198 24.8 22 

1989 I 24➔ 96 196 24.5 -0.S 100 ➔ 
1I 20➔ ➔ 208 26.0 - 6.0 

111 29➔ 108 ➔ 223 27.9 11 
JV 35➔ 115 ➔ '137 29.6 5.4 

1990 I 31➔ 122 253 316 - 0.6 131➔ 
1I 27➔ ➔ 267 33.4 - 6.4 

➔ 136➔ 282 35.3 2.7 111 38➔ 
IV 40➔ 146➔ 305 38.1 19 

19911 159 326 40.8 o.2 41➔ 167➔ 
II 40➔ ➔ 342 42.8 - 2.8 

175 l1I 46 ... .. . . .. 
IV 48 ... .. . .. . 

Calculation of Seasonal Fluctuations 

Year J fl III JV 

1988 - - -0.2 2.2 

1989 - 0.5 -0.6 1.1 5.4 

1990 - 0.6 -6.4 2.7 1.9 

1991 0.2 -2.8 - -

Total - 0.9 -15.2 3.6 9.5 
A; - 0.30 -5.07 1.20 3.17 

Since the total of these averages is not equal to zero, these are required co be adjusted. Sum of 

averages Ll; = -1. 

Therefore, the correction factor = L,A; = - 0.25. T his value is subtracted from each average to get 
4 

seasonal fluctuations. Thus, the seasonal fluctuations of I, II, Ill and IV quarters are -0.05, -4.82, 1.45 
and 3.42 respectively. 
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Merits and Demerits 

This method assumes that all the four components of a time series are present and, therefore, widely 
used for measuring seasonal variations. However, the seasonal variations are not completely diminared 
if the cycles of these variations are not of regular nature. Further, some information is always lost at the 
ends of the time series. 

Link Relatives Method 

This method is based on the assumption that the trend is linear and cyclical variations are of uniform 
pattern. As discussed in earlier chapter, the link relatives are percentages of the current period (quarter 
or month) as compared with previous period. With the computation of link relatives and their average, 
the effect of cyclical and random c"mpooent is minimised. Further, the trend gets eliminated in the 
process of adjustment of chained relatives. The following steps are involved in the computation of 
seasonal indices by this method: 

(i) Compute the link relative (L.R.) of each period by dividing the figure ef that period with the 
figure of previous period. For example, link relative of 3rd quarter 

figure of 3rd quarter 
= -'----~--x 100 

figure of 2nd quarter 

(ii) Obtain the average 0£ link relatives of a given quarter (or month) of various years. A.M, or M, can 
be used for th.is purpose. Theoretically; the later is preferable because the former gives undue 
importance to extreme items. 

(iii) These averages are convened into chained relatives by asswning the chained relative of the first 
quarter (or month) equal to 100. The chained relative (C.R.) for the current period (quarter or 
month) 

= 
·c.R. of the previous period x L.R. of the current period 

100 

(iv) Compute the C.R. of first quarter (or month) on the basis of the lase quarter (or month). This is 
given by 

C.R. of last quarter (or month) x average L.RA of° 1st quarter (or month) 

100 

This value, in general, be different from JOO due to long term trend in the data. The chained 
relatives, obtained above, are to be adjusted for the effect of this trend. The adjustment factor is 

1 
d = - (New C.R. for 1st quarter- 100] for quanerly data 

4 

l 
and d = -[New C.R. for 1st month- 100] for monthly data. 

12 

On the assumption that the trend is linear, d, 2d, 3d, etc., is respectively subtracted from the 2nd, 
3rd, 4th, etc., quarter (or month). 
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(v) Express the adjusted chained relatives as a percentage of their average to obtain seasonal indices. 

(vi) Make sure that the sum of these indices is 400 for quanerly data and 1200 for monthly data. 

Example 10. 7: Determine the seasonal indices from the following data by the method of link relatives: 

Year 1st Qr 2nd Qr 3rd Qr 4th Qr 

1985 26 19 15 10 

1986 36 29 23 22 

1987 40 25 20 15 

1988 46 26 20 18 

1989 42 28 24 21 

Solution: 

Calculation Table 

Year I II III IV 

1985 - 73.1 78.9 66.7 

1986 360.0 80.5 79.3 95.7 

1987 181.8 62.5 80.0 75.0 

1988 306.7 56.5 76.9 90.0 

1989 233.3 66.7 85.7 87.5 

Total 1081.8 339.3 400.8 414.9 

Mean 270.5 67.9 80.2 83.0 

C.R. 100.0 67.9 54.5 45.2 

C.R.(adjusted) 100.0 62.3 4~.3 28.4 

S.I. 170.9 106.5 74.0 48.6 

T he chai ned relative (C.R.) of the 1st quarter on the basis of C.R. of the 4th quarter 

= 270.5 X 45.2 = 122_3 . 
100 

. l 
The trend adJustment fac~or d = 4(122.3-100)= 5.6 

Thus, the adjusted C.R. of 1st quarter = 100 

and fo r 2nd = 67.9 - 5.6 = 62.3 

for 3rd = 54.5 - 2 x 5.6 = 43.3 

for 4th = 45.2 - 3 X 5.6 = 28.4 

100+62.3+ 43.3+ 28.4 
The grand average of adjusted C.R., G = 

4 
58.5 

. · Adjusted C.R. x 100 
T he seasonal mdex of a quarter = ---------

G 
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Merits and Demerits 

This method is less complicated than the ratio t0 moving average and the ratio to trend methods. 
However, this method is based upon the assumption of a lineac trend which may not always hold true. 

Remarks: Looking at the merits and demerits of various methods of measuring seasonal variations, we 
find thar the ratio to moving average method is most general and, therefore, most popular method of 
measur,ing seasonal variations. 

Causes of Cyclical Variations 

Cyclical variations are revealed by most of the economic and business time series and, therefore, are also 
termed as trade (or business) cycles. Any trade cycle has four phases which are respecti'i'ely known as 
boom, recession, depression and recovery phases. These phases are shown in fi.g. IO.I. Various phases 
repeat themselves regularly one after another in the given sequence. The time interval between two 
identical phases is known as the period of cyclical variations. The period is always greater than one year. 
Normally, the period of cyclical variations lies becween 3 co 10 years. 

Objecc..ives of Measuring Cyclical Variations 

The main objectives of measuring cyclical variations are: 

(i) To analyse che behaviour of cyclical variations in the past.

(ii) To predict the effect of cyclical variations so as to provide guidelines for future business policies.

Random or Irregular Variations 

As the name suggescs, these variations do not reveal any regular pattern of movements. These variations 
are caused by random factors such as strikes, floods, fire-, war, famines, etc. Random variations -are that 
component of a rime series which c-annot be explained in rerms of any of rhe components discussed so 
far. This component is obtained as a residue after the elimination of trend, seasonal and cyclical 
components and hence is often termed as residual component. 

Rand0m variations are usually short-term variations but. sometimes their effect may be so intense 
chat the value of trend may get permanently affected. 

10.3 TREND ANALYSIS

The following are the principa.l methods of measuring trend from a given rime series: 

I. Mathematical Trends

(i) Method of Least Squares

(a) Fitting of Line'ar Trend

(b) Fitting of Parabolic Trend

(c) Fitting of Exponential Trend

Mathematical Trends 

The method of fitting a mathematical trend ro given time series daca is perhaps the most popular and 
satisfactory. The form of mathemarical equation used for the determination of trend depends upon the 
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nature of the broad idea of trend, obtained by graphic representation of data or otherwise. Some popularly 
known forms of trend are linear, parabolic, and exponential. and growth curves. 

Method of Least Squares 

This is one of the most popular methods of fitting a mathematical crend. The fitted trend is termed as 
the best in the sense that the sum of squares of deviations of observations, from it, is minimized. We 
shall use this method in che. fitting of following crends: 

I . linear Trend: The general form of a linear trend is given by the equation J,: = a + bt, where t 

denotes time, Y is the trend value (note that trend values, in machematicaJ models, will be denoted 
' by r; rather chan by T, for the sake of convenience) of variable at time t and a-(> 0) and b (a real 

number) are constants. The constant a can be interpreted as the value of trend (Y) when t = 0 and 
b gives the change in "t: per unit change in time. It should be noted that the rate of change of r; is 
always constant in case of a linear trend. T his implies that for equal absolute changes in t, there are 
correspondingly equal absolute changes in r;. Further, a linear trend can be rising or falling according 
as b > 0 or < 0, as shown in the f?llowing figure. 

Y, Y, 

b>l O<b<l 

a 

a I 
0 t 0 

(i) (ii) 

111-111111•11 
Linear Trend 

2. Parabolic Trend: The general form of a parabolic trend is r; = a + bt + ct'-, where a, band c are 
c-0nstants. Here the rate of change of t; is different at different time periods. The possible shapes of 
parabolic trends are shown below: 

Y, Y, 

a 

0 
(i) 

t 0 
(ii) 

lii·Mii11EI 
Parabolic Trend 

We note that the rate of change of }': is increasing in the first case while it is decreasing in the second. 
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Fitting of Parabolic Trend 

The mathematical form of a parabolic trend is given by Y, = a + bt + ct2 or Y = a + bt + ct2 (dropping 
the subscript for convenience). Here a, b and c are constants to be determined from the given data. 

Using the method of least squares, the normal equations for the simultaneous solution of a, b, and 
care: 

l:Y = na + bl:t + cl:t2 

l:tY aEt + bl:t2 + cl:t' 

l:r2Y = al:t2 + bl:t3 + cl:r' 

By selecting a suitable year of origin, i.e., define X = t - origin such that EX = 0, the computation 
work can be considerably simplified. Also note that if l:X = 0, then I:X3 will also be equal to zero. Thus, 
the above equations can be rewritten as: 

l:-Y = na + cI:.x:2 

l:XY = bl:X2 

EX2Y = al:X2 + cl:X4 

LXY 
From equation (ii), we get b = LX2 

l:Y-c1:X
2 

Further, from equation (i), we get a==-~~
o 

.... (i) 

.... (ii) 

.... (iii) 

.... (iv) 

.... (v) 

.... (vi) 

Thus, equations (iv), (v) and (vi) can be used to determine the values of the constants a, b and c. 

Example 10.8 

Fit a parabolic trend Y = a + bt + ct2 to the following data, where t denotes years and Y denotes output 
(in thousand units). 

t ·1981 1982 1983 1984 1985 1986 1987 1988 1989 

Y 2 6 7 8 10 . 11 11 10 9 

Also compute the trend values. Predict the value for 1990. 



Solution 

Calculation Table 

t y X=r -1985 XY x2y x2 
-

1981 2 -4 -8 32 16 

1982 6 -3 -18 54, 9 

1983 7 -2 -14 28 4 

1984 8 -1 -8 8 1 

1985 10 0 0 0 0 

1986 11 1 11 11 1 

1987 11 2 22 44 4 

1988 10 3 30 90 9 

1989 9 4 36 144 16 

Total 74 0 51 411 60 

From the above table, we can write 

51 
b=-=0.85 

60 

C = 9X411 -60 X 74 = _
0

_27 
9 X 708 - ( 60 )1 

74 -(-0.27) X 60 a= _ __,_ _ __..___ ;::: 10.0 
9 

XJ 

-64 

-27 

-8 

- 1 

0 

1 

8 

27 

64 

0 

The fitted r.rend equation is Y = 10.0 + 0.85X - 0.27X2. 

with origjn = 1985 and unit of X = 1 year. 
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x◄ T rend Values 

256 2.28 

81 5.02 

16 7.22 

1 8.88 

0 10.00 

1 10.58 

16 10.62 

81 10.12 

256 9.08 

708 

Various trend values are calculated by substituting appropriate values of X in the above equation. 
These values are shown in the Jast column of the above table. 

The predicted value for 1990 is given by 

Y = 10.0 + 0.85 X 5 - 0.27 X 25 = 7.5 

Example 10.9 

The prices of a commodity during 1981-86 are given below. Fit a second degree parabola to the following 
data. Calculate the trend values and estimate the price of the commodity in 1986. 

Year 1981 1982 1983 1984 1985 1986 

Price 110 114 120 138 152 218 

http:b=-=0.85
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Solution 

Calculation Table 

Year (t) Pr ice (Y) X = 2(t -1983.5) xY xiy x2 x4 Trend Values 

1981 110 -5 -550 2750 25 625 114.40 

1982 114 -3 -342 1026 9 81 109.12 

1983 120 -1 -120 120 I I 116.08 

1984 138 1 138 138 I I 135.28 

1985 152 3 456 1368 9 81 166.72 

1986 218 5 1090 5450 25 625 210.40 

852 0 672 10852 70 1414 

From the above rable, we get 

b = 672 = 9_6 , c= 6 x 10852-70 x852 = 1.53 and a== 852-l.53x 70 124_15 
70 6xl414-{70)2 

6 

:. The equation of paraboljc trend is Y = 124.15 + 10.6X + l.53X2, with year of origin= 1983.5 

or 1st January, 1984 and the unit of X = ½ year. 

The cakulaced trend values are shown in the last column of the above table. 

The price of the commodity in I 986 is obtained by subsricucing X = 5, in the above equation. 

Thus, Y = 124. 15 + 9.5 x 5 + 1.53 x 25 = 210.4 

Exponential Trend 

The general form of an exponential trend is given by the equation }': = a.bt, where a and b are positive 
constants. This implies char values 

Y; changes by a constant percentage per uoit of time. For example, if a = 50 and b = 1.05, then 

r; = 50 x 1.05 ⇒ 5% increase in the value of a. 

Similarly, ½ = 50 x (J.05)2 = y; x 1.05 ⇒ 5% increase in the value of y; and so on. 

We note char when b > 1, the exponential trend is increasing. In a sim ilar way, it would be 
decreasing when 0 < b < I , as shown in the Figure 9.4. 
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Y, 

a 

0 

(i) 

•iHHil11il
Exponential Trend 

Check Your Progre.ss 1 

Fill in the blanks 

a 

t 

(ii) 
t 

I. . ............................... is the gen.era! tendency of the darn to increase or decrease or stagnate 
over a long period of time. 

2. The general form of a parabolic trend is ............................ . 

3. . ................................ method is used when cyclical variations are absent from the data. 

10.4 TIME SERIES ANALYSIS IN FORECASTING

Time has strange, fascinating and !itrle understood properties. Virrually every process on earth is 
determined by a c.ime variable. One of the most frequently encountered managerial decision situations 
involving forecasting is to measure the effect that rime has on the sales of a product, the market price of 
a security, the outpui of individuals, work-shifu, companies, industries, societies and so on. A fundamental 
conceptual model in all of these sirnarions is the product life cycle concept which goes through four 
scages - introduction, growth, maturity and decline. Let us look at this concept in greater detail before 
we apply it. 
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Sales 

Maturity - - -

Decllne 

' Growth 

Introduction 

1;1.;;n;;,11 
Product Life-Cycle 

Figure 10.5 depicts various stages in the life of a product. The sales performance of this product 
goes through the four stages-introduction, growth, marurity and decline. Data have been plotted and 
regression Lines fitted to each of the four environments. Thus, _when a sales forecast is made and the 
targer horizon falls wirhin the same stage, the linear fit yields valid results. If, however, the target 
horizon falls into a future stage, a linear forecast may be erroneous. In chis case a curve should be fitted 
as shown. Ir is usually lightly speculative to select a forecasting horizon that spans more than two stages. 

Another point of interest is the behaviour of the sales variable over the short run. ft Auccuates 
between a succession of peaks and troughs. How do these come about? In order to answer this question, 
the t ime series, must be decomposed. Then four independent motors for this behaviour become visible. 
First there is a long-term or seoular trend (1) which is primarily noticeable within each stage of the 
cycle and over the entire cycle. Secondly cyclical variations (C) which are caused by an economy's 
business cycles affect produce sales. Such cycles, whose origins are little understood, exisr for all economies. 
Thirdly the product's sales may be inAuenced by the seasonality (S) of the item, and finally there may 
be the irregular ([) affects of inclement such as weather, strikes and so forth. In equation form the 
decomposed time series appears as TS= T + C + S + I. 

This creates a complex situation in time series analysis. Each factor must be quantified and its effect 
ascertained upon product sales. Let us see how this is done. The long-term trend effect Tis reAected in 
the slope b of the regression equation. We already know how b is calculated even though minor 
modifications of the decision formulas will be encountered soon. The quantification of the cyclical 
component C is beyond the scope of this book. However, since business cycles always proceed from 
peak to trough to new peak and so on, their positive and negative effects upon a p~oduds sales cancel 
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out in the long-run. Hence in managerial, as opposed to economic, decision maJung, the sum effect of 

the business cycles may be sec equal to zero. This eliminates the C factor from the equation. Seasonality, 
if present, is something that must be taken into considera6on because it is a product-inherent variable 
and therefore it is under the immediate control of the decision maker. We will quantify the S component 
and keep it in the equation. 

Finally, rhere are the irregular variations. Do we know in July whether the weather will be sunny 
and mild during the four weeks before Oiwali? We don't, but we know that if this happens, Diwali sales 
will be severely impacted. Can we forecast such horrible weather conditions? Nor really. We cannot 
forecast them because they cannot be quantified- a rather unpleasant characteristic they share with all 
other type of irregular variations like strikes, earthquakes, power failure, ere. Yet, something strange 
usually happens after such an irregular variation from "normal" has occurred. Whatever people did nor 
do because of it, like not buying a product, they attempt to catch up with quickly. Therefore the 1 
factor effect may also be assumed to cancel out over time and it may be dropped from the equation 
which then appears to the manager as TS = T + _S. 

Linear Analysis 

We will construct again the best fitting regression line by the method of least squares. In order ro 
illustrate the procedure, let us use a dara set from box given below. 

Box 10.1 : Smart Discount Stores 

T here are 2117 Smart sto res in the India (the chain is building up). It is one of India's most 
interesting discounters tra(';ing its origins back to I 980's and the opening of the first Smart score. 
Ar present Smart has reached an "upgradiog" phase like so many discouorers before. 

Given the data below, perform the indicated analyses. 

YEAR 1999 1998 1997 1996 1995 1994 1993 1992 1991 1990 
.. 

EARNINGS 

PER SHARE 19.0 17.S 20.7 28.4 27.4 2].9 21'.! 16.1 8.S II.I 

DIVIDENDS 9.9 9.5 9.0 8.1 6.8 5.0 3.0 2.4 2.2 1.9 

PER SHARE 

PRE-TAX 2.1 2.0 3.1 4.9 5.4 5.7 S.8 5.8 3.3 5.3 

MARGIN 

It involves the dividend payments per share of the Smart, a well-known discount store chain, for the 
years 1990 i:hrough 19910. Suppose that a potential investor would like ro know rhe dividend payment 
for 2001. The data are recorded in the work sheet (Table I 0.1). First, however, turn your attention co 
Figure 10.6 which shows the plot for chis problem. 

http:regressi.on
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19:90 2 .3 4 S 6 7 8 ~ 2000 

liH·iti1•il 
Plot of Dividend Values 

Think for a moment about the qualitative nature of the time variable. 1t is expressed in years in this 
case but could be quarters, months, days, hours, minutes o r any other time measurement unit. How 
does it differ from advertising eiipenditures, the independent variable that we examine in the preceding 
section? Is there a difference in the effect that a unit of each has on the dependent variable, or, Rs 1 
million in one case and 1 year in the other? Time, as you can readily see is constant One year has the 
same effects as any other. This is not true for advertising expenditures, especially when you leave the 
linear environment and enter the nonlinear environments. Then ·there may be qualitative difference in 
the sales impact as advertising expenditures are increased or decreased by unit. Since time is constant in 
its effect, we may code the variable rather than to use the actual years or other time units x values. This 
code assigns a 1 to the first time period in the series and continues in unit distances to the nth period. 
Do not start with a zero as this may cause some computer programs to reject the input. T he code is 
based on the fact that the unit periods are constant. and therefore rheir sum may be set equal to zero. 
See what effect this has on the normal equations for the straight line. 

Ly = na + b I, x 

I,xy =aL,x+bI,x2 

If I, x = 0, the equations reduce to 

Ly= na 

I, X y = bI, x2 

Which allow the direct solution for a and b as follows 

ry 
a=

n 



Time Series and Forecasting ■ 251 

This form simplifies the calculations substanria!ly compared to the previous formulas. The code, 
however, that allows ro set t x = 0 must incorporate the integrity of a unit distance series. Thus if the 
series is odd-numbered, the midpoint is set equal to zero and the code completed by negative and 
positive unit distances of x = l where each x unit stands for one year or ocher time period. If the series 
is even-numbered, let us say it ran from 1990 to 1999, the cwo midpoints (1994/1995) are set equal to 
- 1 and +1, respectively. Since there is now a d istance of x = 2 between+ 1 (-1, 0, +l), the code 
continues by negative and positive unics dis,ance of x = 2 where each x unit stands for one-half year or 
other cime period. 

The worksheet is in Table I 0. 1 and calculations are as follows: 

Code for 

YEAR an Even 

Series X 

1990 -9 

1991 -7 

1992 -S 

1993 .3 

1.994 -I 

199S I 

1996 3 

1997 5 

1998 7 

1999 9 

Total 0 

Then a= 
559 = 6.211 

9 

b = 67.2 = l.Il 
60 

YEAR 

1991 

1992 

1993 

1994 

199S 

1996 

1997 

1998 

1999 

and Y = 6.21 l + l.12x 
' 

origin 1995 

x in I year units 

Table 10.1: Worksheet 

Code for Dividend 
an Odd payments 
Series X in Rs Y 

-4 2.2 

-3 2.4 

-2 3.0 

-I s.o 
0 6.8 

I 8.1 

2 9.0 

3 9.S 

4 9.9 

0 SS.9 

XY xZ 

-8.8 16 

-7.l 9 

-6.0 4 

-S.O I 

0 0 

8.1 I 

18.0 4 

28.S 9 

39.6 16 

67.2 60 

The regression equat ion is plotted in Figure 10.6. Note that in the case of time series analysis, the 
origin of the code and the x unics must be defined as part of the regression equation. 1n our problem the 
investor would like ro obtain a dividend forecast fo r 200 I. Since the origin is 1995 (x = 0) and x = l year 
units, the code for 2001 is x = 6. Tbe(efore the forecast is J, = 6.21 l+l.12 (6) = Rs 12.9. If the time 
series had been even numbered, let us say that dividend payments for 1990 had been included in the 

http:6.211+1.12
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forecasting study, the definition under the regression equation would have read 

origin 1994195 

x in 6 month u11iti. 

Thus, we know that for 1995, x = l; and since we must use :-: = 2 units for each year, the code value 
for 200 I would be x = I 3. Once the)', value has been obtained, b is tested for significance and the 9 5% 
confidence interval constructed as previously shown. 

Time series analysis is a long-term forec.asting tool. Henc.c, it addresses itself to the uend component 
T in our time series equation TS = T + S. In the dividend forecast, b = 1.120 was calculated which 
means that in the environment that is reflected in the set, smart increased the dividend payments on a 
average by Rs 1.12 per year. Let us now turn out attention to the seasonal variation component that 
may be present in a time series. A product's seasonality is shown. by the regularly recurring increases or 
decreases in sales or production that are caused by seasonal influences. In the case of some products, 
their seasonality is quite apparent. 

An obvious example vinuaJly all non-animal agricultural commodities may be cited. Seasonality of 
other products may be more-difficult ro detect. Take hogs in order to stay on the farm. Are they 
seasonal? They are lusty breeders and could not care less about seasonal influences. Yet, there is an 
induced season by the corn harvot. If corn is plentiful and cheap, farmers raise more hogs. This is 
known as the corn-hog cycle. Or rake automobiles, Indian ma.nufactwers are used to introduce major 
design or technological changes onc.c every generation. This "season" has now been shortened somewhat. 
How about computers? There the season even has a special name. It is called a generation and prior to 
increased competitive pressures within the industry it used t.o be about seven years long. Our stock 
market investor knows that stock trades on the Stock Exchanges are seasonal. The daily season is V
shaped starting the trading with a relatively high volume which tapers off toward the lunch hour to pick 
up again in the afternoon. And so it goes with many other products, not ordinarily thought of as being 
seasonal. 

Let us quantify this seasonalicy and illustrate how it may he ·used in a decision situation. There 
are, as is often the case, a number of decision tools that may be applied. The reader may be familiar 
with the term ratio-to-moving-average. It is a widely used method for constructing a seasonal inde.lf. 
and programs are available in most larger computer libraries. Usually the method assumes a 12 -

. period season like the twelve months of the year. There is a more efficient method which yields good 
statistical results. It is especially helpful in manual calculations of the seasonal index and when the 
number of seasonal periods is small like the four quarters of a year, the six hours of a stock exchange 
trading day or the five days of a work week This method is known as simple average and will be used 
for illustra..tion purposes. 

To sray with the investment environment of this chapter section, let us calculate a seasonal index for 
shares traded on the Stock Exchange from July 2 through JuJy 7, 1999. Th.is period includes rhe July 4 
week-end. Volume of shares (DATA) for each trending day (SEASON) is given in thousands of shares 
per hour. The Individual steps of the analysis (OPERATIONS) are discussed in der.ail for each column 
of the worksheet bdow. 



Colum11 UJ 

Hour Total 
Variation 

(TS) 

10-11 0.965 -.,, 

11-12 0.24S 

12-13 -0.88S 

13-14 -I.S55 

14-1S 0.395 

15-16 0.83S 

Av.eragc: 
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Table 10.2: Worksheet for Analysis 

(3) (4) (S). (6) (7) (8) (9) (10) 
' . 

Trading volume ('000) -

Trend Seasonal Seasonal m 713 716 717 Avg. 
Variation variation Index for four 

(T) TS-T days 

0 0.96S 110.6 12.00 12.25 15.44 16.72 14.10 

0.1S9 0.086 103.7 . 10.40 11.75 15.04 16.32 13.38 

0.318 -1.117 94.2 10.55 I0.06 12.95 IS.44 12.25 

0.477 -2.032 87.1 9.S5 9.46 12.05 IS.24 11.58 

0.636 --0.241 IOI.I 11.02 11.55 14.82 16,73 13S3 

0.795 0.040 103.3 ll.S8 12.25 15.38 16.69 13.97 

-0.383 · 600 10.8S 11.22 14.28 16.19 13.135 

As you inspect the data columns, you notice the V-shaped season for each tn:ding day. You also 
notice in the total daiJy volume that there is a increase in shares traded. Hence, you can expect a positive 
slope of the regression line. T he hourly mean number of shares is indicated also. This is the more 
important value because we are interested in quantifying a season by the hour for each trading day. Now 
turn to the operations. In last column the hourly trading activity for the four days has been summed. In 
this total all time series facrors arc assumed to be incorporated. You will recall that the positive or 
negative cyclical and irregular component effect is assumed to cancel out over time. Hence averaging the 
trading volume over a long term data set eliminates both components, yield.fog TS = T + S. You may 
ask, are four days a sufficiently long time span? T he answer is NO, In a real srudy you would probably 
use 15 to 25 yearly averages for each trading hour. In an on-the-job application of this tool, you will 
have to know the specific time horizon in order to effectively eliminate cyclical and irregular variations. 
But by and large, what is a long or short time span depend upon situation. 

In order to isolate the trend component (n so that it may be subtracted from column (2) in the 
Table I 0.2, yidding seasonal variation, the slope (b) of the regression line must be calculated. (Rem&er: 
b is T.) The necessary calculations are performed below using the mean hourly trading volume for cad\\ 
day. But since we are interested in an index by the hour, the calculated daily b value must be apportioned ,, 
to each hour. This is accomplished by a further division by six-the number of trading houis. The 
result is entered in column (3). Note that the origin of a time series is always zero. The origin of the 
time sedes is always the first period of the season. In our case this is the 10-11 tt;ading hour. Therefore 
the first entry in column (3) is always zero co be followed by the equal (since this is a linear analysis) 
summed incre.ment of the apportioned b-valuc. 

Table 10.3: Worksheet for Trend Calcutatlon 

Day Code Average Houriy Trading Volume Per Day 

X x1 y xy x2 

7/1 ---3 10.85 -32.55 9 

7/5 -1 11.22 -11.22 1 

716 1 14.28 14.28 1 

717 3 16.19 48.57 9 

Total 52.54 . 19.08 20 
. 
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b 

and the apponioned b-vaJue is 

0.954 =0.1 59 
6 

I~ =--
Lx 2 

19.08 
=--

20 

= 0.954 

le is not necessary to calculate the y-intercept (a) in this analysis unless of course, you wish to 
combine it with a long-term forecast of daily trading volume. Then, just to review the calculations, you 
would find: 

and 

52.54 

4 
= 13.135 

Y, = 13.135 + 0.954 x 

origin 715 and 716 

x in half trading day units. 

In column (4) TS - T = Sis performed. Column (4) is already~ measure of seasonal variation. But 
in order to standardize che answer so that it may be compared with other stock exchange, for example, 
it is customary to convert the values in column (4) to a seasonal index. Every index has a base of 100 and 
the values above or below the base indicate percentages of above or below "normal" activity, hence the 
season. Since the base of column (5) is 1001 the mean of the column should be 100 and the total 600 
since there are 6 trading hours. In order to convert the obtained values of column (4) to index numbers, 
each of its entries is added to the total mean and then is divided by the column mean added to total 
mean and multiplied by 100 yielding the corresponding eotry in column (5). It is customary to show 
index numbers with one significant digit. 

Column (6) shows the seasonal effect of this decision variable-share trading on the Stock Exchange. 
Regardless of heavy or light daily volume, the ftrst hour volume is the b<:3.viest by far. It is 7.4% above 
what may be considered average trading volume for any given day. Keep in mind that a very lrmited 
data set was used in this analysis and while the season, reaching its low point between 1 and 2 p.m., is 
generally correctly depicted, individual index members may be exaggerated. What managerial action 
programs would result from analyses such as this? Would traders go out for tea and samosas between 
10-11? How about lunch between 1-2? When would brokers call clients with hot or luke-warm tips? 
Assuming that a decrease in volume means a decrease in prices in general during the trading day, when 
would a savvy trader buy? When would he sell? Think of some ocher intervening variables and you have 
yourself a nice little bull session in one of Dalal Street's watering holes. If, in addition, you make money 
for yourself or firm, then, you have got it. 
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Non-linear Analysis 

Any number of different curves may be fitted to a dara set, The most widely used program in computer 
libraries, known as CURFTT, offers a minimum of 5 curves plus the straight line. The curves may djffe.r 
from program to program. So, which ones are the "best' ones? There is no answer. Every forecaster has 
to decide individually about his pet forecasting tools. They appear to be promising decision tools 
e5pecially in problem situations that in some way incorporate the life cycle concept and the range of 
such problems is vast, indeed. 

Ju we know from many empirical studies, achievement is usually normally distributed. Gro wth, on 
the other hand, seems to be exponentially distributed. The same holds true for decline. Ju the life cycle 
moves from gro wth to maturi ty, a parabolic trend may often be used as the forecasting tool. Now, we 
know-again from all sorts of empirical evidence-that trees don't grow in.to the high heavens. Even ihe 
most spectacular growth must come to an end. Therefore, when using the exponential forecast, care 
must be taken that the eventual ceiling or floor (in the case of a decline) is not overlooked. The modified 
exponential trend has the ceiling or floor build in. 

One final piece of advice before we start fining curves. [f you can do it by straight line, do ir. By 
extending the planning and forecasting horizon over a reasonable shorter period rache.r rhan spectacular 
but dangerous longer pedod, the straight line cap serve as useful prediction tool. 

Check Your Progress 2 

Fill in chc blanks: 

1. As the life cycle moves from growth co maturi ty, a ............... may often be used as me forecasting 
tool. 

2. We wUI construct again the best fining regression line by the method of ........... . 

3. 'rhe most widely used program in computer libraries, known as ............... , offers a minimum of 
curves plus rhe straight line. 

10.5 SUMMARY 

Th� analysis of time series implies its decomposition into various factors chat affect the value of its 
vilriable in a given period. It is a quantitative and objective e valuation of the effects of various 
factors on the activicy under consideration. Secular trend or simply trend is the general tendency 
of th1r dahl to increase or decrease or stagnate over a long period of rime. Most of the business and 
economic time series would reveal a tendency to increase or to decrease over a number of years. 
This time interval is known as the period of oscillation. The oscillatocy movements are termed as 
Seasonal Variations if rheir period of oscillation is equal to one year, and as Cyclical Variations if 
the. period is greater than one year. The measurement of seasonal variation is done by isolating 
them from other components of a time series. There are four methods commonly used for the 
measurement of seasonal variations. 

Graphic or Free Hand Curve Method is the simplest method of studying the trend. The given time 
series data arc plotted on a graph paper by tal<lng time on X-axis and me other variable on Y-axis. 
The method of fitting a mathematical trend to given time series data is perhaps the most po pular 
and satisfactory. The form of mathematical equation used for the determination of trend depends 
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upon the nature of the broad idea of trend, obtained by graphic representation of data o.r otherwise. 
Method of Least Square is one of the most popular methods of fitting a mathematical trend. The 
fitted trend is termed as the best in the sense that the sum of squares of deviations of observations, 
from it, is minimized. Any number of different curves may be fitted to a data set. The most widely 
used program in computer libraries, known as CURFIT, offers a minimum of 5 curves plus the 
suaighr line. The curves may differ from program to program. 

10.6 KEYWORDS 

• Time Series • Trend Analyses

• Periodic Variacions • Least Squares

• Seasonal Variations • Cyclical Variations

• Parabolic Trend

10.7 REVIEW QUESTIONS 

1. Write short note on:

(a) Time Series Analysis

(b) Secular Trend

(c) Periodic Variations

(d) Irregular Variations

(e) Marhemacical Trends

(f) Parabolic Trend

2. "AJl periodic variations aie not necessarily seasonal". Discuss the above statemenc with a suitable
example.

3. Explain the meaning aod objectives of time series analysis. Describe briefly the methods of
measure:ment of rrend.

4. What is a time series? What are its main componenrs? How would you study the seasonal variations
in any time series?

5. Distinguish between secular trend and periodic variations. How would you measure trend in a
time series dara by the met�od of least squares? Ex.plain your answer with an: example.

6. Fit a straight line tread to the following dat<> on steel production (in M. tonnes). Predict the value
for 1992.

Year 

Production 

1985 1986 1987 1988 1989 1990 1991 

80 84 90 93 98 100 104 

7. Fit a straight line trend by method of least squa.res to the foliowiag data on earnings (Rs la.kh) of
a firm. (a) Assuming that the same trend continues, what would be the predicted earnings for rhe
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year 1987? (b) Convert this equation into a monthly equation with January, 1985 as origin and 
estimate the values for November, 1984 a.nd April, 1985. 

Year 

Earnings 

1978 1979 1980 1981 1982 1983 1984 1985 

38 40 65 72 79 60 87 95 

8 . Given below are the figures of production of a sugar factory in '000 tonnes 

Year 

Production 

1981 1982 1983 1984 1985 1986 1987 

77 88 94 85 91 98 90 

(i) Fit a straight-line trend by method of least squares. 

(ii) Cakulate trend values and plot observed values and trend values on a graph. 

(iii) Predict the production of factory for 1989 and 1993 on the assumption that the same trend 
continues. 

(iv) Comment on the validity of prediction fo r 1993. 

9. Compute the trend line by the method of le...ast squares from the data on profits (in Rs '000) of a 
firm, given below: 

Year 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 

Profits 110 125 115 135 150 165 155 175 180 200 

l 0 . ,Fit a linear trend to the following data, on average monthly ou·cpur, with origin at mid-poin~ of 
the year 1980. Convert this into a monthly trend equation. Estimate the average output for June 
and August, 1980. 

Year 

Output 

1976 1977 1978 1979 1980 1981 1982 1983 1984 

6.3 7.4 9.3 7.4 8.3 10.6 9.0 8.7 7.9 

11 . Draw a free hand curve showing trend of the following data: 

Years Output(in tonnes) Years Outpur(in tonnes) 

1980 115 1985 120 

1981 120 1986 130 

1982 123 1987 138 

1983 125 1988 145 

1984 I 18 1989 150 

Answers to Check Your Progress 

Check Your Progress 1 

I . Secular Trend 

2. r: :c a + bt + cf 

3. Ratio co Trend Method 
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Check Your Progress 2 

l . Parabolic trend 

2. Lea.st squares

3. False
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11.1 INTRODUCTION

Decision making is needed whenever an individual or an organisation (private or public) is faced with a 
situation of selecting an optimal (or best in view of certain objectives) c-0urse of action from among several 

, I 

avajlable alternatives. For example, an individual may have to decide whether to build a house or to 
purchase a Aac or live in a rented accommodation; whether to join a service or to start own business; which 
company's car should be purchased, etc. Similarly, a business firm may h�ve to decide the type of technique 
to be used in production, what is the most appropriate method of advertising its product, etc. 

The decision analysis provides certain criteria for rhe selection of a course of action such that the 
objective of rhe decision maker is satisfied. The course of action selected on the basis of such crireria is 
termed as the optimal course of action. 

Every decision problem has four basic features, mencioned below: 

l. Alternative Courses of Action o, Acts: Every decision maker is faced with a set of several alternative
courses of action A

1
, A

2
, •••••• A .. and he has co select one of them in view of che objectives to be

fulfilled.

2, St11tes of N11ture: The consequences of selection of a course of action are dependent upon certain 
factors that are beyond the control of the d ecision maker. These factors are known as scares of 
nature or events. It is assumed that the decision maker is aware of the whole list of evems S1 , 52 ,
...... S� and exactly one of the m is bound to occur. In other words, the events 51

, S1 , . .... . s. are
assumed to be mutually exclusive and collective exhaustive. 

3. _Constq"mces: The results or outcomes of selection of a particular course of action are termed as its
consequences. The consequence, measured in quantitative or value terms, is called payoff of a
course of action. It is assumed that the pa yoffs of  various courses of action are known to the
decision maker.

4. Decision Criterion: Given the payoffs of various combinations of courses of.action and the states of
nature, the decision maker has to sdect an optimal course of action. The criterion for such a
selection, however, depends upon the attitude of the decision maker.

If X
if 

denotes the payoff corresponding to a combination of a course of action and a state of nature, 
i.e., (A;, S), i = I to :rn and j = l to n, the above elemenrs of a decision problem can be presented in a
matrix form, popularly known as che Payoff Matrix.

Payoff Matrix 

Events ➔ 
s. Sz S

1 
s,, Actions ,1. 

Al Xi, X,2 x,j
Xln 

Ai X21 X22 x2j 
X2,,

A; X11 X;2 x
i/

x,,,

A
m 

Xnrl xm2 xm .
X

m,, 

Given the payoff matrix for a decision problem, che process of decision making depends upon the 
situation under which the decision is being made. These situations can be classified into three broad 
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categories: (a) Decision making under certainty, (b) Decision making under uncertainty, and (c) Decision 
making under risk. 

The Different Environments in which Decisions are Made 

The reason for the existence of a managerial hierarchy, that is, lower, middle and top management, finds 
itsdf in different parameters in which an organization operates. There are industry-wide and market
wide decisions that have to be made. Often these decisions musr transcend domestic considerations to 
incorporate international aspects. Such decisions - usually made by top management - occur in a 
broad-based, complex, ilJ-defined and non-repecitive problem situation. Middle management usually 
addresses itself to company-wide problems. It sees to it that the objectives and policies of the organizacion 
are p roperly implemented and that operations are conducted in such a way that optimization may 
occur. 

You may note that while most of the quantitative decision making tools - indeed virtuaHy all of 
the deterministic tools - were developed to optimize the decision making process, actual managerial 
practice has sometimes moved away from that objective. The previously mentioned legal or social 
constraints often at times do not permit optimization and satisfying has been substituted for it. Satisfying 
refers to the attainment of certain minimum objectives. For example, a company that may have the -
economic and technological power to smother the competition within its industry but refrains from 
doing so because of MRTP considerations. Big size per se may be considered in violation of the law or 
in the international arena, may result in the imposition of quotas. 

Lower management is responsible for the conduct of operations - che fi ring line so to speak - be 
this in production. marketing, finance or any of the staff functions like personnel or research. This 
decision environment is usually well-defined and repetitive. Obviously, with reference tO a given decision 
making situacion,, the distinction between top, middJe and lower management may become blurred. In 
other words, in any on-going business there is always a certain overlapping of the managerial decision 
making parameters. 

The study and analysis of the existence and interaction of these parameters is of great importance c9 
the management systems designer or _communication expert. Prom the quantitative managerial decision 
making point of view, their importance lies in recognizing their peculiar constraints and then to build 
the appropriate de·cision models and to ~elect the best suited quantitative decision cools. A brief discussion 
of each environment in this light may enhance the understanding of the tools that are discussed lacer 
on. 

8 
liiiMiilii 

Top Management Decision 
Environment 

8 
INTERNATIONAL 
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The top management decision environment is shown in Figure I J. J. The company's approach co 
the domestic or international market is filtered through industry-wide considerations. What does che 

marker wanr, what does the competition already supply? Where is our field of attack? Do we have the 
know-how, do we have the resources? What is the impact of our actions upon the marker, our own 
industry and other industries? These are so me of che questions that have to be asked, defined and 
answered. The problems are unstructured and complex. Thus, often a heuristic decision making process 
can be utilized ro good advantage. Forecasting is of major importance and hence stochastic decision 
making is widely employed in chis uncertain decision environment. But even a deterministic tool -
usually intended fo r decision making situations char assume certainty - input-output analysis, can be 
effectiveJy used in this environment. 

Middle management decisions are primarily company-wide in narure. As mentioned before and 
shown 1n Figure l l .2, these decisions steer the organization thtough its life cycle. 

lit·Miilfl 

L 

E 

D 

A 

C 

IC 

....---- OBJECTIVE 

-

Middle Management Decision 
Environment 

,-,;al 

1, 

Pl.ANNING . - ,i OPERATIONS ,--,,d DISSOLUTION 

I; 

I 

CONTROL 

Major features of a firm's life are objectives, planning, operation and the ultimate dissolution. The 
objectives are general and specific in nature. Obviously top management establishes the objectives, but 
midd le management functions as their guardian. Indeed, as Figurel 1.2 shows, every decision at chis 

level must provide feed -back control for each of the other components. 

Planning refers co both policy execution as well as policy development. Scale of production, pricing 
of the product, product mix, in shorr rhe orderly and efficient arrangement of the input factors is to be 
decided at this point. Making these factors into a product is the job of operations. Some operations have 
been traditionally called line (financing, production. and marketiog) and others staff (personnel, research, 
etc.); yet, in the quantitative decision systems of che modern firm, such differences are difficu lt co trace 
in the decision patterns. Because the same decision making tools are employed. Si nce the decision 
environmenr at this level is somewhar more structured than at the top level but still highly uncertain, 
stochastic decision cools are frequencly employed. ln those finance, production and marketing situations 
chat can be weU-defined, may be repetitive; deterministic decision tools are found. 

It may appear somewhat odd that the decision environment includes attention being paid to the 
dissolution of the firm. The life cycle concept has been ment\oned, and i(will be encountered again as 
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one of the major underlying conceptual aids in forecasting. It is well known that business organisations 
are born, live and die like natural organisms. 

Therefore decision making should always be cognii.ant of the possibiliry of dissolurion. That moment 
comes when, co use the vernacular, good money is thrown afrer bad. While market forces and rhe 
applicarion of quantitative analyses normaUy show the approaching occurrence of that moment - even 
if the managemem involved shuts its eyes to the Facts or is ignorant about them - at this point the 
decision is made or superimposed to opt for a turnaround or dissolution. Public agencies unfortunately 
are rarely subject to such stress producing alternatives. 

The lower management decision making environment represents a specialized, narrowly defined 
area within a company's total decision or operational field. Supervisory personnel ofall rypes are operating 
in chis environment. Tlte decision tasks are oormally well defined and r epetitive. While the element of 
uncertainty never leaves the decision environment, here uncertain ry can ofren be p rogrammed inro a 
general or subroutine and stochastic decisions taken as if they were deterministic in nature. A good 
example is the pricing system of clothing discounters. Merchandise is put on the floor at price A on day 
one. On, s:ay, day ten the price is automatictlly reduced to price B and so on until the article is either 
sold or given to chariry after thirry days. This is known as programmed decision making. It should be 
noted that while the nature of the decision environment remains intact, the decision maker's tasks have 
been greatly reduced. The complex variables and unstructured decision environment of the merchandising 
task have been placed first into a model and then into decision making sequence (algorithm). This is the 
general id ea behind model building and the development of algorithms. 

Check Your Progress 1 

Fill in the blanks 

1. Big size per se may be consid ered in violation of the law or in the int ernational aren a, may result
in che imposition of .. , ............•... 

2. The ............ , ... decision making environment represents a specialized, narrowly defined area 
within a company's toral decision or operational field. 

3. The company's approach to the domestic or international market is filtered ch rough ................... . 
c o  nsiderntio ns. 

11.2 DECISION ANALYSIS 

Decision making is needed whenever an individual or an organisation (private or public) is faced with a 
situation of selecting an optimal (or best in view of cerrain objectives) course of action from among several 
available alternatives. For example. an individual may have to decide whether to build a house or to 
purchase a flat or live in a rented accommodation; whether to join a service or to start own business; which 
company's car should be purchased, etc. Similarly, a bwinCM firm may have to decide the type of te chnique 
tO be used in production, what is the most appr opriate method of advenismg its product, etc. 

The decjsion analysis provides cenain criteria for the selection of a course of action such that the 
objective of the decision maker is satisfied. The course of action selected on the basis of such criteria is 
termed as the optimal course of action. Every decision problem has four basic features, mentioned below: 

1. AlternatirJe Co11rses of Action or Ac.t:r: Every decision maker is faced with a set of several alternative
courses of action A

1
, A

2
, •••••• A,,. and he has to select one of them in view of the objectives to be

fulfilled.
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2. States of Nature: The consequences of selection of a course of action are dependent upon certain 
factors that are beyond the control of the decision maker. These factors are known as states of 
nature or events. It is assumed chat the decision maker is aware of tlte whole list of events S

1
, S

2
, 

...... Sn and exactly one of them is bound to occur. In other words, the events S1, S2, ...... Sn :ue 
assumed to be mutually exclusive and collective exhaustive. 

3. Consequences: The results or outcomes of selection of a particular course of action are termed as its 
consequences. T be consequence, measured in q uantitative o r value terms, is called payoff of 3 

course of action. It is assumed that the payoffs of various courses of action are known to the 
decision maker. 

4. Decision Criterion: Given the payoffs of various combinations of courses of action and the states of 
nature, the decision maker has to select an optimal course of action. The criterion for such a 
selection, however, depends upon the attitude of the decision maker. 

rf ~ J denotes the payoff corresponding to a combination of a course of action and a scare of nature, 
i.e., (A,, SJ)' i = l to m and j = l to n, the above elements of a decision problem can be presented 
in a matrix. form, popularly known as the Payoff Matrix. 

Payoff Matrix 

----
Events ➔ s, S2 SJ s,. Actions.I. 

A1 X,1 X,2 x,1 x,. 
A2 X21 X 22 X 1:j X2. 

A, X11 X ,2 X,1 x," 

A x .. 1 x.12 x,.. X.,,, 

Given the payoff matrix for a decision problem, the process of decision making depends upon the 
situation under which the decision is being made. These situations can be classified into three broad 
categories : (a) Decision making under certainty, (b) Decision making under uncertainty and (c) Decision 
making under Iisk. · 

Decision Making under Certainty 

T he conditions of certainty are very rare parrjcularly when significant decisions are involved. Under 
conditions of certainty, the decision maker knows which particular state of nature will occur or equivalently, 
he is aware of the consequences of each course of acdon with certainty. Under such a situation, the 
decision maker should focus on the corresponding column in the payoff table and choose a course of 
action with optimal payoff. 

Criteria for Decision Making Under Risk 

In case of decision making under uncertainty the probabilities of occurrence of various states of nature 
are not known. When these probabilities are known or can be estimated, the choice of an optimal 
action, based on these probabilities, is termed as decision making under risk. 

The choice of an optimal action is based on The Bayesian Decision Criterion according to which an 
action with maximum Expected Monetary Value (EMV) or minimum Expected Oppoctunity Loss 
(EOL) or Regret is regarded as opt imal. 
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Example 11. J; T he payoffs (in Rs) of.three Acts A
1
, A

2 
and A

3 
and the possible states of nature S, , S

2 
and 

5
3 

are given as: 

Acts➔ 

States of Nature..!.- A Az ~ 

s. - 20 -50 200 

S2 200 -100 -50 

S3 400 600 300 

The probabilities of the states of nature are 0.3, 0.4 and 0.3 respectively. Determine the optimal 
-act using the Bayesian Critedon. 

Solution.' 

Computation of Expected Monetary Value 

5i S1 S3 
P(S) 0.3 0.4 0.3 EMV 

A, -20 200 400 -20 X 0.3 t 200 X 0.4 + 400 X 0.3 = 194 

Ai -50 - 100 600 -50 X 0.3- J 00 X 0.4 + 600 X 0.3 = 125 

A. 200 -50 300 200 X 0.3 - 50 X 0.4 + 300 X 0.3 = 130 

From the above table, we find that the act A , is optimal. 

The probl~m can alternativd y be attempted by finding minimum EOL, as shown below: 

Computation of Expected Opportunity Loss 

SI s2 S3 
P(S) 0.3 0.4 0.3 EOL 

Al 220 0 200 220 x 0.3 + 0 x 0.4 + 200 x 0.3 = I 26 

Ai 250 300 0 250 X 0.3+300 X 0.4 t0 X 0.3= 195 

A. 0 250 300 0 X 0.3 t 250 X 0.4 t 300 X 0.3 = ) 90 
-

This indicates that the optimal act is again A,. 

Criteria for Decision Making Under Uncertainty 

A situation of uncertainty arises when there can be more than one possible consequences of selecting 
any course of action. In terms of the payoff matrix, if the decision maker selects A,, his payoff can be X

11
, 

X12, X,;• etc., depending upon which state of nature S1, S2, S
3

, etc., is going to occur. A decisio n 
problem, where a decision maker is aware of various possible states of nacure but has insufficient 
information to assign any probabilities of occurrence to chem, is termed as decision making under 
uncertainty. 

There are a variety of criteria chat have been proposed for the selection of an ,optimal course of action 
under the environment of uncertainty. Each of these ciiteria makes an assumption about the atticude of 
the decision maker. 

1. Maximin Criterion: This criterion, also known as the cciterion of pessimism, is used when the 
decision maker is pessimistic about future. Maximin implies the maximisation of minimum payoff. 
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The pessimistic decision maker locates the minimum payoff for each possible course of action. The 
maximum of these minimum payoffs is identified and the corresponding course of action is selected. 
This is explained in the following example: 

Example I /.2: Let there be a situation in which a decision maker has three possible alternatives 
A

1
, A

2 
and A

3
, where the ourcome of each of chem can be affected by the occurrence of any one of 

the four possible events s\, sl, s3 and Si. The monetary payoffs of each combination of A, and~ are 
given in rhe fo llowing table: 

Payoff Matrix 

Events➔ 

Actions,!,. 51 s2 s3 S4 Min. Payoff Max. Payoff 

Al 27 12 14 26 12 27 

~ 45 17 35 20 17 45 

A" 52 36 29 15 15 52 -
Solution: Since 17 is maximum out of the minimum payoffs, the optimal action is A

2
• 

2 . Maxi-max Criterion: This criterion, also known as the criterion of optimism, is used when the 
decision maker is optimistic about future. Maximax implies the maximisation of maximum payoff. 
The optimistic decision maker locates the maximum payoff for each possible course of action. The 
maximum of these payoffs is identified and the corresponding course of action is selected. The 
optimal course of action i!'l the above example, based on this criterion, is A

3
• 

3. Regret Criterion: T his criterion focuses upon the regret that the decision maker might have from 
selecting a particular course of action. Regret is defined as the difference between the best payoff 
we could have realised, had we known which state of nature was going to occu.r and the realised 
payoff. This difference, which measures the magnitude of the loss incurred by not selecting the 
best alternative, is also known as opportunity loss or the opportunity cosr. 

From the payoff matrix, the payoffs corresponding to the actions A1, .A
2

, , ..... A.under the state of 
nature ~ are Xi,• x,_1 ...... X~i respecri'vely. Of these assume that X2i is maximum. Then the regret 
in selecting A;, to be denoted by R~. is given by Xi1 - X; i = 1 to m. We note that the regret in 
selecting A

2 
is zero. The regrets for various actions under different states of nature can also be 

computed in a similar way. 

T he regret criterion is based upon the minimax principle, i.e., the decision maker tries to minimise 
the maximum regret. Thus, the decision makc;r selecrs the maximum regret for each of the actions 
and out of these the action which corresponds to the minimum regret is regarded as optimal, 

The regret matrix of example can be wriuen as given below: 

Regret Matrix 

Events ➔ 

Actions-I, 
s, s2 S3 S-1 Max.Regret 

/4 25 24 21 0 25 

~ 7 19 0 6 19 

~ 0 0 6 11 11 
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From rhe maximum regrec column, we find chat the regret corresponding ro the course of action 
is A

3 
is minimum. Hence, A, is optimal. 

-
4. Hurwicz Criterion: The maximax and the maximin criteria, discussed above, assumes that the

decision maker is either optimistic or pessimistic. A more realistic approach wouJd, however, be to
take into account the degree or index of optimism or pessimism of the decision maker in the
process of decision making. If 11, a constaiu lying berween 0 and 1, denotes the degree of  optimism,
then the degree of pessimism will be 1 -11. Then a weighted average of the maximu.m and minimum
payoffs of an action, with a and 1 - a as respective-weights, is computed. The action with highest
averaie is regarded as optimal.

We note that 11 nearer to uni cy indicates that the decision maker is optimistic while a value nearer
to zero indicates tb.at he is pessimistic. If a = 0.5, the decision maker is said to be neutralist.

We apply this criterion to the payoff matrix of example. Assume that the index of optimism 11 

= 0.7.

Actio1i Max. Payoff Min. Payoff 

A, 27 12 

Ai 45 17 

A., 52 15 

Since the average for A
3 

is maicimu,m, it is optimal. 

Weighted A image 

27 X 0.7 + 12 X0.3::: 22.5 

45 X 0.7 +17 X 0.3 = 36.6 

52 X 0.7 + 15 X 0.3 = 40.9

5. Laplace Criterion: In the absence of any knowledge about the probabilities of occurrence of various
states of nature, one possible way out is to assume that all of them are equally likely to occur. Th us,
if there are n states of nature, each can be IL'isigned a probabili cy of occurrence = 1/n. Using these
probabilities, we compute the expected payoff for each course of a.ction and the action with maximum
expected value is regarded as optimal.

11.3 EXPECTED VALUE CRITERION WITH CONTINUOUSLY

DISTRIBUTED RANDOM VARIABLES 

AJso know as the Expected Value with Perfect h1formation (EVPI), it is rhe amount of profit foregone 
due to uncertain conditions affecting the selection of a course of action. 

Given the continuously distributed random variables, a decision maker is supposed ro know which 
particular state  of nature will be in effect. Thus. rhe procedure for the selection of an optimal course of 
;iction, for the decision problem given in example, will be as follows : 

If rhe decision maker is certain that the state of nature S
1 

will be in effect, he would select the course 
ot action A

3
, having maximum payoff equal to Rs. 200. 

Similarly, if the decision maker is certain that the state of nature S
2 

will be in effect, his course of 
action would be A 

1 
and if he is certain chat the state of nature S, will be in effect, his course of action 

would be A 2 • The maximum payoffs associated with the actions are Rs. 200 and Rs 600 respectively. 

The weighted average of these payoffs with weights equal to the probabilicies of respective states of 
nature is termed as Expect� Payoff under Certaincy (EPC). 
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Thus, EPC = 200 x 0.3 +.200 x 0.4 + 600 x 0.3 = 320 

T he d ifference betwee11 EPC and EMV of optimal action is the amount of profit foregone due to 
uncertainty and is equaJ to EVPI. 

T hus, EVPI = EPC - EMV of optimal act.ion = 320 - 194 = 126 

It is interesting to note that EVPI is also equal co EOL of the optimal action. 

Cost of Uncertainty 

This concept is similar co the concept of EVPI. Cost of uncertainty is the difference between the EOL 
of optimal action and rhe EOL under perfect information. 

Given the perfect information, the decision maker would select an action with minimum opportunity 
loss under each state of nature. Since minimum opportunity loss under each state of nature is zero, 
therefore, 

EOL under certainty = 0 x 0.3 + 0 x1Y.4 + 0 x 0.3 = 0 

Thus, the cost of uncertainty = EOL of opcima1 action = EVPJ 

Example 11.3: A group of studencs raise money each year by sd1ing souvenirs outside the stadium of a 
cricket match between teams A and B. They can buy any of three different types of souvenirs from a 
supplier. Their sales are mostly dependent on which team wins the match. A conditional payoff (in Rs.) 
table is as under: 

Type of Souvenir➔ 

Team A wins 

Team B wins 

(i) Construct the opportunity loss table. 

I n m 
1200 800 300 

250 700 1100 

(ii) Which type of souvenir JCshouJd the students buy if the probability of team A's winning is 0.6? 

(iii) Compute the cost of uncenainty. 

Solution: 

(i) T h e Opportunity Loss Table 

Actions➔ 

Events,!, 

Team A wins 

Team B wins 

Type of Souvenir bought 

/ I II I Ill 

0 1400 1900 
850 400 0 

(ii) EOL of buying type l Souvenir = 0 x 0.6+850 x 0.4 =340 

EOL of buying type II Souvenir = 400 x 0.6 + 400 x0.4 =400. 

EOL of buying type Ill Souvenir = 900 x 0.6 + 0 x 0.4 = 540. 
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Since the EOL of buying Type I Souvenir is minimum, the optimal decision is to buy Type I 
Souvenir. 

(iii) Cose of uncertainty : EOL of optimal action "" Rs. 340 

Example 11.4: T he following is the information concerning a product X: 

(i) Per unit profit is Rs 3. 

(ii) SaJvage loss per unit is Rs 2. 

(iii) Demand recorded over 300 days is as under : 

Units demanded 

No. of days 
5 6 7 8 9 

30 60 90 75 45 

Find: (i) EMV of optimal order. 

(ii) Expected profit presuming certainty of demand. 

Solution: 

(i) T he given data can be rewritten in terms of relative frequencies, as shown below: 

U>Jits demanded 

No. of days 

5 6 7 8 9 

0.1 0.2 0.3 0.25 0.15 

From the above probability distribution. it is obvious that the optimum order would lie between 
and including 5 to 9. 

Let A denote the number of units ordered and D denote the number of units demanded per day. 

If D ~ A, profit per day "' 3A, and if D < A, profit per day = 3D.:.. 2(A - D) = 5D - 2A. 

Thus, the profit matrix can be written as 

Units Demanded 5 6 7 8 9 

Probability ➔ 
0.10 0.20 0.30 0.25 0.15 EMV 

Action (units ordered) ,1., 

5 15 15 15 15 15 15.00 

6 13 18 18 18 I 18 17.50 

7 11 16 21 21 21 19.00 

8 9 14 19 24 24 19.00 

9 7 12 17 22 27 17.75 

From the above table, we note that the maximum EMV = 19.00, which corresponds to the order 
of 7 or 8 units. Since the order of the 8th unit adds nothing to the EMV, i.e., marginal EMV is 
zero, therefore, order of 8 units per day is optimaJ. 

(ii) Expected profit under certainty 

""(5x0.10+6x0.20+7x0.30+8x0.25+9x 0.15)< .3= Rs21.45 
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Alternative Method 

The work of com putations of EMV's, in me above example, can be reduced considerably by the use of 

the concept of expected marginal profit. Let 1t be the marginal profit and A be the marginal loss of 

ordering an additional unit of the product. Then, the expected marginal profit of ordering the Ath unit, 

is given by 

= 1t.P(D ?_ A)-A.P(D < A)= 1t.P(D ?_ A)-A.[1-P(D ?_ A)] 

= (1t+A).P(D?_ A)-A. .... (l) 

The computations of EMV, for alternative possible values of A, are shown in the following table: 

In our example, tr = 3 and A = 2. 

Thus, the expression for the expected marginal profit of the Ath unit 

= (3 + 2)P(D ?_ A)- 2= 5P(D~ A}- 2. 

Table for computations 

Action(A) P(D?_ A)* EMP=5P(D?_ A)-2 
Total profit or 

EMV 

5 1.00 5 X 1.00 - 2 = 3.00 5 x 3.00 = 15.00 

6 0.90 5 X 0.90-2 = 2,50 15.00 + 2.50 = 17.50 

7 0.70 5 X 0.70 - 2 = 1.50 17.50 + 1.50 = 19.00 

8 0.40 5 X 0.40 - 2 = 0.00 19.00 + 0.00 = 19.00 

9 0. 15 5 X 0.15-2 =-1.15 I 9.00- 1.25 = 17.75 
• ThiJ column rcprestnts rhc 'more than type' cumula1ivc probabilities. 

Since the Expected Marginal Profit (EMP) of the 8th unit is zero, therefore, optimal order is 8 
untts. 

Marginal Analysis 

Marginal analysis is used when the num ber of states of nature is considerably large. Using this analysis, 

it is possible to locate the optimal course of action without the computation of EM V's of various 

actions. 

An order of A units is said to be opt imal if the expected marginal profit of the Ath unit is non
negative and the expected marginal profit of the (A + I) th unit is negative. Using equation (I), we can 

write 

(rr+11.)P(D?_ A)-).. ?_ 0 and 

(1t+A)P(D?_A+l)- 11. <0 

From equation (2), we get 

. ... (2) 

.... (3) 
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( 
l n 

or P D<A):51--- or P(D�A-1)�--
n+i n+l 

[ P(.D SA - l} = P<..D < A), since A is an integer] 

Further, equation (3) gives 

>.. l 
P(D�A+l)<-- or 1-P(D<A+I)<--

�+l n+l 

or P(O<A+l)>J--
A

- or P(D�A)>-n-
1t+A rr+J...

Combining (4) and (5), we get 

1t 
P(DsA-l}S-< P(Ds A).

�+l 

.... (4) 

.... (5) 

Writing the probability distribution, given in example. in the form of less than rype cumulative 
probabilities which is also known as the distribution: function F(D), we get 

Units dnnanded(D) 

F(D) 

5 6 7 8 9 

0.1 0.3 0.6 0.85 1.00 

We are given ,r = 3 and l � 2, :. ___::___ = i = 0.6 

1 corresponds to 8 units, hence, the optimal order 1t+A 5 

Since the next cumulative probability, i.e., 0.85 is 8 units. 

11.4 DECISION TREE ANALYSIS

., Tbe decision tttt diagrams are often used to understand and solve a decision problem. Using such 
d.iag.rams, it is possible to describe the sequence of actions and chance events.

A decision node is represented by a square and various action branches stem from it. Similarly, a 
chance node is represented by a cirde and various event branches stem from it. Various steps in the 
construction of a decision tree can be summarized as foUow,s: 

(i) Show the appropriate action-evenc sequence beginning from left to right of rhe page.

(ii) Write the probabilities of various events along their respectiv� branches stemming from each
chance node.

(iii) Write the payoffs at the end of each of the right-most branch.

(iv) Moving backward, from right to left, compute EMV of each chance node, wherever encountered.
Enter this EMV in the chance node. When a decision node is encountered, choose the action
branch having the high�st EMV. Enter this EMV in the decision node and cutoff the other action
branches.
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Following this approach, we can describe the decision problem of the above example as given: 

Case I: When the survey predicts that the demand is going to be high 

Action Event Pay Off 

< 
Demand is High ( i ) 7500 

Expand 9 -
/ Demand is Low ( ½ ) 2100 

~\, 
~ 5000 Demand is High ( i ) @< Do not Expand 

Demand is Low ( ½ ) 
Thus, the optimal act to expand capacity. 

Case II: In the absence of survey 

Action Event 

Expand 

/ 

~~ 

@< Demand is High /0.4) 

Demand is Low (0.6) 

Demand is High (0.4) @< 
Demand is Low (0.6) 

Do not Expand 

Thus, the optimal act is not to expand capacity. 

5000 

Pay Off 

7500 

2100 

5000 

5000 

Graphic Displays of the Decision Making Process 

Pictorial representation of a decision situation, normally found in discussions of decision-making 
under uncertainty or risk. It shows decision alternatives, states of nature, probabilities attached to the 
state of nature, and conditional benefits and losses. 

T he tree approach is most useful in a sequential decision siruarion. 
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Example 11.5: Assume XYZ Corporation wishes t0 introd uce one of two prod ucts t0 the market this 
year. T he probabilities and Present V.alues (PV) of projected cash inflows foUow: 

Products Initial Investment PV of C.ash lnnows Probabllltles 

A $225,000 1.00 

$4S0.000 0.40 

200.000 0.S0 

-100,000 0.10 

B 80,000 1,00 

320,000 0.20 

100,000 0 .60 

- 150,000 0 .20 

A decision tree analyzing the two products follows: 

DECISION TREE 

lnillal FV. PV 
llweelment Pfubability of Ceah lnfloli¥ ot Cash Inflow 

PfoduetA 

Choice 
Aore------1 

PtoductB 

For Produd A: 

(1) 

1225,000 ~ 
I 

S 80,000 I 
I 

(2) (3) (2 x 3) • (4) 

0 .40 $450,000 $\80,000 
0.50 $200,000 f00,000 

0.10 -$100,000 10,000 

Ellpecled PV ot Cash Inflows . $270,000 

0.20 $320,000 $ 64,000 
o.eo $100,000 60,000 

0.20 - $150,000 30,000 

ExpctectPV of Caah Inflows $ 9',000 

Expected NPV • ~xpected PV - 1 =,$270,000- $225,000 • $45,000 

For Product B; 

EJq)eCk,d NPV • $94,000-$80,000= $14,000 

Based on the exp ected net p resent value, th e company should choose product A over 
product B. 

Constructing the Decision Tree 

Start a decisio n t ree with a decision that needs to be made. T his decision is represented by a small 
square towards the left of a large piece of paper. From this box d raw out lines towards the right for each 
possible solution, and write that solution along the line. Keep the lines apart as far as possible so that 
you can expand your though ts. 

http:Expected.FV
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At the end of each solution line, consider the resulcs. If the result of taking that decision is uncertain, 
draw a small circle. If the result is another decision that needs to be made, draw another square. Squares 
represent decisions; circles represent uncertaincy or random factors. Write the decision or factor to be. 
considered above the square or circle. If you have completed the solution at the end of the line, just leave 
it blank. 

Starting from the new decision squares on your diagram, draw out lines representing the options 
that could be taken. From the circles draw out Hoes representing possible ouccome.s. Again mark a brief 
note on the line saying what it means. Keep on doing this until you have drawn down as many of the 
possible outcomes and decisions as you can see leading on from your original decision. 

Example 11.6: A private investment firm has Rs. 10 crores available in cash. It can invest the money in 
a bank at 10% yielding a return of Rs. 15 crore over five years (ignore compound interest). 

Alternatively it can invest in mutual funds, of which there. are currently cwo available. 

If it invests in Mutual Fund A there is a 0.5 c.hance of it being· a success yielding Rs. 20 crore, and 
a 0.5 chance of it failing leading to a loss of Rs. 5 crore. (over the five year period) 

If it invests in Mutual Fund B there is a 0.6 chance of the project being a success yielding Rs. 30 
crore and a 0.4 chance of it failing leading co a loss of Rs. 2 crore. (over the five year period) 

Show the most feasible solution by rhe he.Ip of decision tree. 

Solutio�: Worki11g out the likely outcomes: 

Invest in bank - return = Rs. 15 er 

Expected Value of investment in Mutual Fund A = E(X') = I>
1
P(X = x) 

j 

= Rs 7.5 er 

Expecred Value of investment in Mumal Fund B = E(x) : L xi P(X = x1 ) 
j 

= Rs. 17.2 er 

Check Your Progress 2 

Fill in the Blanks: 

I. A decision ................. is represented by a square and variow action branches stem from it. 

2. A situation of .. ,. ............. ari5es when there can be more than one possible consequences of 
selecting any course of action. 

3. By using .................... it is possible to describe the sequence of actions and chance even rs. 

11.5 SUMMARY 

Decision making is needed whenever ao individual or an organization is faced with a situation of 
selecting an optimal course of action from among several available alternatives. The decision analysis 
provides certaio criteria for the selection of a course of action such thac che objective 0f the decision 
maker is satisfied. The reason for the exiuence of a managerial hierarchy, that is, lower, mjddle and top 
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management, finds itself in different parameters in which an organization operates. The study and 
analysis of the existence and interaction of these parameters is of great importance to the management 
systems designer or communication experr. The problems are unstructured and complex. Thus, often a 
heuristic decision making process can be utili2.ed co good ad.vantage. Forecasting is of major importance 

and hence stochastic decision making is widely employed in this uncertain decision environment. 
Decision making should always be cognizant of rhe possibilicy of dissolution. 

The choice of an optimal action is based on The Bayesian Decision Criterion according to which an 
action with maximum Expected Monetary Value (EMV) or mfoimum Expected Opportuni ty Loss 
(EOL) or Regret is regarded as optimal. A situation of uncertainty arises when there can be more than 
one possible consequences of selecting any course of action. The decision tree diagrams are often used co 
understand and solve a decision problem. The tree approach is most us�fuJ in a sequential decision 
situation. 

11.6 KEYWORDS 

• Expected Value • Actions

• Conditions • Outcomes

• Inertia • Acquiescence

• Gambling • Semantics

• Falsification

11.7 REVIEW QUESTIONS 

1 . Mention the four basic features decision problem. 

2. What are the different environmenrs in which decisions are made? 

3. Explain the different criteria for decision making under uncertainty.

4. A shopkeeper at a local stadium muse determine whether to sell i�e cream or coffee at today's
game. The shopkeeper believes chat the profit will depend upon the weather.

Based upon bis past experience ac chis time of the year, tbe shopkeeper estimates the probabili ty of
warm weather as 0.60. Prior to making his decision, the shopkeeper decides co hear forecast of che
local weatherman. In the past, when it has been cool, che weatherman has force.a.st cool weather
80% times. When it has been warm, che weatherman has forecast warm weather 70% times. lf
today's forecast is for cool weather, using Bayesian decision theory and EMV criterion, determine
whether che shopkeeper should sell ice cream or coffee?

5.. A producer of boats has estimated the foliowing distribution of demand for a particular kind of 
boat: 

Each boat costs him Rs. 7,000 and he sells them for Rs. I 0,000 each. Any boars that are lefr 
unsold at the end of the season must be disposed off for Rs. 6,000 each. How many boats should 
be kept in stock to maximize his expected profic? 

6. Consider the decision problem with the profit payoff cable with four decision alternatives and
chree states of nature.
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States or nature 

Alternallvc X y z 
A 4 .l J 

B s 2 5 

C s 6 2 

'D 6 I 4 .. 

(a) If the decision maker knows nothing about the probabilities of the three stares of nature, 
what is the recommended decision using the minimax rule? 

( b) Assume that the payoff table provides cost rather than profit payoffs. What is the recommended 
decision now? · · 

7 . Consider the decision problem with the payoff table with four decision alternatives and three 
states of nature. 

States of nature 

Alternative X y z 
A 4 3 3 

B s 2 s 
C s 6 2 

D 6 I 4 

(a) Draw a decision tree for the. above payoff table. 

(b) If the probability of the states of nature is 0.3, 0.4 and 0.3 fo r the states X, Y and Z 
respectivdy, find out the optimum decision. 

(c) Assume that the payoff table provides cost rather than profit payoffs. What is the recommended 
decision now if the probability given in the option (b) still holds? 

8. Which action would an optimal Decision Theoretic Agent take in the following situation? 

Utility of Rc~ultJng Stale Probability 

Acllon I 10 0.2 

Action 2 IOOOO 0.001 

Action 3 5 0.799 

9 . After your yearly checkup, the doctor has bad news and good news. The bad news is that you tested 
positive for a serious disease, and that the test is 99% accurate (i.e. the probability of testing positive 
given that you have the disease is 0.99, as is the probability of resting negative given you don't have 
the disease). The good news is that this is a rare disease, striking only 1 in 10,000 people. Why is it 
good news char the disease is rare? What are the chances that you actually have the disease? 

10. J'ohn's monthly consumption: 

❖ x; ~ 4000 if he does not get ill 

❖ ~ ~ 500 if he gets ill (so he cannot work) 

❖ Probability of illness 0.25 

❖ Consequently, probability of no illness = 1 - 0.25 = 0.75 

What will be the expected value? 



Answers to Check Your Progress 

Check Your Progress 1 

I. Quotas

2. Lower management

3. Industry-wide

Check Your Progress 2 

1. Node

2. Uncertainty

3. Decision tree diagrams

Decision Theories ■ 277

11.8 REFERENCES AND FURTHER READING

• Vohra, N. D. (2020). Quantitative techniques for management (4th ed.). McGraw-Hill Education. 
ISBN: 9781259062897.

• Dewhurst, F. (2022). Quantitative methods: An introduction for business management (3rd ed.). 
Cengage Learning. ISBN: 9781408088481

• Johnson, R. A., & Wichern, D. W. (2019). Applied multivariate statistical analysis (6th ed.). Pearson. 
ISBN: 9780134995381.



• 12.1 lntrouuct:on

• 12.2 Formulation ufLinear Programming Problem

• 12.3 Su rnmary of l; r .tphical Mer.hod

• 12.4 Formulation of. -insponati9n

• 12.5 Assignment Problems

• 12.6 Summary

• 12.7 Keywords

• 12.8 Review Quesrions

• 12.9 References and further reading

user
Stamp



Linear Programming, Transportation and Assignment Problems ■ 279 

12.1 INTRODUCTION 

Linear programming is a widely used machemarical modeling technique ro determine the optimum 
all ocarion of scarce resources among compering demands. Resources ry- pically include raw materials, 
manpower, machinery, rime, money and space. The technique is very powerful and found especially 
useful because of its application to many different ry-pes of real business problems in areas like !lnance, 
production, sales and distribution. personnel, marketing and many more areas of management. As irs 
name implies, the linear programming model consisu of linear objectives and linear constraints, which 
means that the variables in a model have a proporrionare relationship. For example, an increase in 
manpower resource will result in an increase in work output. 

Essentials of Linear Programming Model 

For a given problem situation, there are certain essential conditions that need to be solved by using 
linear programming. 

1.

Limited resources: limired number of labour, material equipment and finance.

1. Objective : refers to the aim to optimize (maximize the profits or minimize the cos-rs).

3. Linearity: increase in labour input will have a proportionate increase in output.

4. Homogeruity: the producu, workers' efficiency, and machines are assumed to be identical.

5. Divilibility : it is assumed char resources and producrs can be divided into fractions. (in case me
fractions are not possible, like production of one-third of a computer, a modification of linear
programming called imeger programming can be used).

Properties of Linear Programming Model 

The following properties form the linear programming model: 

I. Relationship among decision variables must be linear in nature.

2. A model must have an objective function.

3, Resource consrraints are essential. 

4. A model must have a non-negativiry consrrainr,

12.2 FORMULATION OF LINEAR PROGRAMMING PROBLEM 

Formulation of Linear Programming Problem (LPP) i.s rhe representation of problem siruarion in a 
mathematical form. It involves well defined decision variables. with an objective function and set of 
constraints. 

Objective Function 

The objective of che problem is identified and converted into a suitable objective function. The objective 
function representS the aim or goal of the system (i.e., decision variables) which has to be determined 
from the problem. Generally, the objective in most cases will be either to maximize resources or profits 
or, to minimiu the cost or time. 
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For example, assume that a furniture manufacturer produces cables and chairs. If the manufacturer 
wants to maximize his profits, he has co determine the optimal quantity of tables and chairs co be 
produced. 

Let x1 = Optimal production of tables 

p 
1 

= Profit from each cable sol<l 

x
2 

= Optimal production of chairs 

p
2 

= Profit from each chair sold. 

Hence, Total profit from tables :o p
1 

x1 

Total profit from chairs ""p
1 

x
2 

The objeccive function is formulated as below, 

Maximize Z or Zmax = p1 x , + Pi xi 

Constraints 

When the availability of resomces are in surplus, cbete will be no problem in making decisions. But in 
real life, organizations normally have scarce resources with in which the job has ro be performed in the 
most effective way. Therefore, problem situations are withi ·, :·•.>nfined limits in which the opti mal 
solution to the problem muse be found. 

Considering the previous example of furniture manufacturer, let w be the amount of wood available 
to produce rabies and chairs. Each unit of cable consumes w1 unit of wood and each unit of chair 
consumes w

2 
units of wood. 

For the constraint of raw material availability, the mathematical. expression is, 

w
1 

x
1 

+ w
2 

x
2 
~ w 

In addition co raw material, if other resources such as labor, machinery and time are also considered 
as constraint equations. 

Non-negativity Constraint 

Negative values of physical quantities are impossible, like producing negative number of chairs·, tables, 
etc., so ir is necessary to include the element of non~negativity as a constraint i.e., x1, x2 ~ 0. 

Solving Linear Programming Graphically Using Computer 

The above problem is solved using computer with the help of TORA. Open the· TORA package and 
select LINEAR PROGRAMMING option. Then press Go to Input and enter che input data as given 
tn the input screen shown io Figu re 12.1. 



lii·Miiill 
Linear Programming, TORA 

Package (Input Screen) 
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Now, go to Solve Menu and click Graphical in the 'solve problem' options. Then click Graphical, 
and then press Go to Output . The output screen is d isplayrd with the graph grid on the right hand 
side and equations in the left hand side. To plot the graphs one by one, click the first constraint 
equation. Now the line for the first consuaint is dr,1wn connecting rhe points (40, 60), Now, dick the 
second equation co draw the second line on the graph. You can notice that a portion of the graph is cut 
wh ile the second consrrainr is also raken into consideration. This means rhe feasible area is reduced 
further. Click on the objective function equation. The objective function line locates the furthermost 
point (maximization) in the feasible area which is (15,30) shown in Figure 12.2. 

GPMlifll 
Graph Showing Feasible Area 
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Example 12.1: A soft drink manufacturing company has 300 ml and 150 ml canned cola as its products 
with profit margin of Rs. 4 and Rs. 2 per unit respectively. Both the products have to undergo process 
in three types of machine. The following Table 12.1, indicates the t ime required on each machine and 
the available machine-hours per week. 

Table 12.1: Available Data 

ReQ.uirement Cola JOO ml Cola 150 ml Available machine-hours per week 

Machine I 3 2 300 

Machine 2 2 4 480 

Machine 3 5 7 560 

Formulate the linear programming problem specifying the product mix which will maximize the 
profits within the limited resources. Also solve the problem using computer. 

Soluti,m: Let x
1 

be UlC\number of units of 300 ml cola and x
2 

be the number of units of 150 ml cola to 
be produced respecrive.ly. Formulating the given pcoblem, we get 

Objective fanction: 

Subject to constraints, 

where 

3x1 + 2x2 ~ 300 

2x
1 

+4x
2 
~ 480 

5x1 +7x2 ~ 560 

The inequalities are removed to give the following equations: 

3x1 + 2x2 = 300 

2x1 + 4x2 = 480 

... .. .................... ... (i) 

......... ....... ......... ... (ii) 

... ..........•... .......... . (111) 

............................ (iv) 

..... ..... .................. (v) 

5x
1 

+ 7x
2 

= 560 ............................ (vi) 

Find the co-ordinates of lines by substituting x
1 

= 0 to find x
2 

and x
2 

= 0 to find x
1
• 

Therefore, 

Line 3x2 + 2x1 = 300 passes through (0,150),(100,0) 

Line 2xl + 4x
2 

= 480 passes through (0,120),(240,0) 

Line 5x
1 

+ 7x
2 

= 650 passes through (0,80),(112,0) 
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Figure 12.3 

Graphical Presentation of lines 
(TORA, Output Screen) 

For objective function, 

The Line 4x
1 

+ 2x
2 

= 0 passes through (-10, 20), (10, -20) 

Plot the lines on the g raph as shown in the computer output Figure 12.3. 

The objective is to maximize the profit. M ove the objective function line away from the origin by 

d rawing parallel lines. The line cha t touches the fu rthermost point of the feasi ble a rea is (100, 0). 

Therefore, the values of x
1 

and x 2 arc I 00 and O respectively. 

Maximum Profit, 

= 4(100) + 2(0) 

= Rs. 400.00 

Example 12.2: Solve the following LPP by graphical method. 

Minimize Z = 18x + I 2x I 2 

Subject co constraints, 

where 

2x
1 

+ 4x2 ~ GO 

3x
1 

+ X2 ~ 30 

8x
1 

+ 4x
1 
~ 120 

Solution: The inequality constraints are removed co give the equations, 

2x
1 

+ 4x1 -= 60 

3x1 + x 2 = 30 

....................... . (i) 

.. ... ................... (ii) 

. ..... .... .............. (111) 

.. .. ...... .............. (iv) 

. ..... ..... ...... ....... (v) 
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8x
1 

+ 4x
2 

= 120 

The equation lines pass through the co-ordinates as follows: 

For constraints, 

2x
1 

+ 4x2 = 60 passes through (0,15), (30,0). 

3x
1 

+ x
2 

= 30 passes through (0,30), (10,0). 

8x1 +· 4x2 = 120 passes through (0,30), (15,0). 

The objective function, 

18x
1 

+ 12x
2 

= 0 passes through (-10, 15), (10, - 15). 

Plot the lines on the graph as shown in Figure 12.4 

........................ (vi) 

Here the objective is minim ization. Move the objective function line and locate a point in the 
feasible region which is nearest co the origin, i.e., the shortest d istance from the origin. Locate the point 
P, which lies on the x - axis. The co-ordinates of the point Pare (15, 0) or x

1 
= 15 and x

2 
= .0. 

T he minimum value of Z 

iii·Mliill 
Graphical Presentation (Output 

Screen, TORA) 

18 (15) + 12 (0) 

Rs. 270.00 
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12.3 SUMMARY OF GRAPHICAL METHOD 

Step 1: Convert the inequality constraint as equations and find co-ordinates of the line. 

Step 2: Plot the lines on the graph. 

(Note: If the constraint is � type, then the solution zone lies away from the centre. If die 
constraint is ::5 type, then solution zone is towards the centre.) 

Step 3: Obtain the feasible zone. 

Step 4: Find the co-ordinates of the objectives function (profit line) and plot it on the graph representing 
it wich a dotted line. 

Step 5: Locate the solution point. 

(Note: If the given problem is maximization, z,,, .. then locate the solution point at the far most 
Point of the feasible zone from the origin and if minimization, Z , then locate the solution at 

1111n 

the shortest point of the solucion zone from the origin). 

Step 6: Solution type 

(i) If the solution point is a single point an the line, cake the corresponding values of x1 and x2• 

(ii) If che solution point lies at the intersection of two equations, then solve for x1 and x2 using
the two equations.

(iii) If che solution appears as a small line, then a multiple solution exists.

(iv) If the solution has no confined boundary, the solution is said to be an unbound solution.

Exampk 12.3: Solve the formulated LP model graphically wing computer. 

Zmu = ]x1 + 5x1 

Subject to constraints, 

8x 1 + 4x2 s 20 

a l
+ 3x2 

5: 8

- x,+ "'2 5: 2

x2 s2 

where "'1• Xl �o

......................... (i) 

......................... (ii) 

···········•·············'111) 

......................... (iv) 

Solution: The input values of the problem are given ro obcain the output screen as shown in Figure 12.5. 
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liHhiiiil 
Graphical Presentation (Output 
· Screen, TORA) 

Results: 

Perfumes to be produced, x
1 

= 1.75 litres o r 17.5 say 18 bottles of 100 ml each 

Body sprays to be produced, x2 = 1.50 litres or 15 bottles of 100 ml each 

Maximum profit, Z = Rs. 19.75 mu 

General Linear Programming Model 

A general representation of LP model is given as follows: 

Maximize or Minimize, 

Subject to constraints, 

w,, x, + w,2 x2 + ............................................ w,n xn ~ or= or ~ w, 

w2, x, + w22 x2 + .. ........... ............ ............ ....... w2n xn ~ or = or ~ w2 

w.,., x , + wm2 x2 + ............. .. ............................. w,,,n xn ~ = or 2:: w.,. 

Non-negativity constraint, 

x . ~ o (where i = 1, 2, 3 ..... n) 
' 

... (i) 

... (ii) 

... (iii) 
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Che.ck Your Progress 1 

State whether the following is true or false. 

1. LP is a widely used mathematical modeling technique.

2. LP consisrs of linear objectives and linear constrainrs.

3. Divisibility refers co the aim co optimize.

4. Limited resources mean limited number of labour, material equipment and finance.

5. The objeccive function represems the aim or goaJ of the system, which has to be determined from
the solution.

12.4 FORMULATION OF TRANSPORTATION 

Vogel's Approximation Method (VAM) 

The penalties for each row and column are calculated (seeps given on pages 176-77) Choose the row/ 
column, which bas the maximum value for allocation. ln chis case there are five penaJties, which have the 
maximum value 2. The cdl with least cost is Row 3 and hence select cdl (3,4) for alloca-tion. The supply 
and demand arc 500 and 300 respectively and hence allocate 300 in cell (3,4) as shown in Table !2.2. 

Table 12.2: Pena•ty Calculatlon for each Row and Column 

Destination 

1 2 

1 

Source 2 

3 

Demand 200 400 

(1) (2}

3 

300 

(2) 

4 

0 
(2) 

Supply Penalty 

(1) 

(2) 

+

(2) 

Since the demand is satisfied for destination 4, delete column 4 . Now again calculate the penalties 
for the remaining rows and col�mns. · 
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Table 12.3: Exhausted Column 4 Deleted 

Destination 

1 2 3 Supply Penalty ._ 
1 (2) 

Source 2 (2) 

3 ( 1) 

Demand 200 -400 300 

150 

( 1) (2) (2) 

In the Table 12.4 shown, there are four maximum penalties of values· which is 2. Selecting the least 
cost cell, (1,2) which has the least unit transportation cost 2. T he cell (I, 2) is selected for allocation as 
shown in Table 12.4. Table 12.4 shows the reduced table after deleting row L 

Table 12.4: Row 1 Deleted 

Destination 
1 2 3 Supply Penalty 

.A86 (2) 
2 250 

Source 
(1) 

3 200 

Demand 
(6)+ 

150 300 
(3) (2) 

After deleting column 1 we get the table as shown in the Table 12.5 below. 

Table 12.5: Column 1 Deleted 

Destination 
2 3 Supply Penalty 

2 5 250 (2) 

Source 4 3 --26CJ 
3 50 (1) 

150 

300 

Demand 0 

(3) t (2) 

Finally we get the reduced table as shown in Table 12.6 
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Table 12.6: Flnal Reduced Table 

Source 2 

3 

Demand 

Destination 
3 

50 
...300 
0 

Supply 
~ 
0 

0 

The initial basic feasible solution is shown in Table 12.7. 

Table 12.7: Initial Basic Feasible Solution 

Destination 

W1 W2 W3 w .. Supply 
140 

F1 140 (4) (4) (8) (48) (48) 
17 5 9 65 

50 210 
F2 260 (2) (2) (8) (45) (45) 

20 10 12 65 
10 100 250 

F3 360 (5) (5) (10) (50) _ 
15 0 5 65 

220 
F• 220 (9) _____ 

13 1 10 65 
Demand 200 320 250 210 

(2) (1) (4) (0) 
(2) (5) (4) (0) 
(2) (0) 
(2) (0) 
(3)? (0) 

Transportation cost =- (2 x 250) + (3 x 200) + (5 x 250) + (4 x 150) + (3 x 50) + (1 x 300) 

500 + 600 + 1250 + 600 + 150 + 300 

Rs. 3,400.00 

Example 12.4: Find the initial basic solution for the transportation problem and hence solve it. 

http:3,400.00
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Table 12.8: Transportation Problem 

Destination 

1 2 3 4 Supply 

~I 4 

I 

2 

I 

7 . 

I 

3 1:: Source 3 7 5 8 

9 4 3 1 500 
Demand 200 400 300 300 

Solution: Vogel's Approximation Method (YAM) is preferred to find initial feasible solution. The 
advantage of this method is that it gives an initial solution which is nearer to an optimal solutLon or the 
optimal solution itself. 

Step 1: The given transportation problem is a balanced one as the sum of supply equaJs to sum of 
demand. 

Step 2: The initial basic solution is found' by applying the Vogel's Approximation method and the 
result is shown in Table 12.9. 

-Table 12.9: Initial Basic Solution Found by Applying VAM 

Destination 
1 2 3 4 Supply 

1 250 

Source 2 450 

3 
150 50 300 500 

Demand 200 400 300 300 

Step 3: Calculate the TotaJ Transportation Cost. 

Initial Transportation cost = (2 x 250) + (3 x 200) + (5 x 250) + ( 4 x 150) + (3 x 50) + (I x 300) 

500 + 600 + 1250 + 600 t 150 + 300 

Rs. 3,400 

Step 4: Check. for degeneracy. For this, verify the condition, 

Number of allocations, N = m + n - l 

6 =3+4 -1 

6 = 6 

Since th e condition is satisfied, degeneracy does not exist . 

. tep 5: Ten for optimality using modified distribution method. Compute the values of U; and ~ for 
rows and columns respectively by -applying the formula for occupied cells. 
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C .. + U.-t- V = O 
lj I J 

Then, the opportunity cost for each unoccupied cell is calculated using the formula CiJ = Cif + 

U; + ~ and denoted at the left hand bottom corner of each unoccupied cell . The computed 

valued of u. and v. and are shown in Table I 2.10. 
J I 

Table 12.10: Calculation of the Opportunity Cost 

1 

Source 2 

Demand 

v; = 1 

3 

1 

8 

200 

Destlnatlon 

2 3 

50 

300 

4 

300 

300 

~ = - 3 

450 U2= -2 

Calculate the values of Ut and ~, using the fo rmula for occupied cells. Assume any one of V and ~ 
value as zero ( U

3 
is taken as 0) 

C..+U+V=0 
1) I ) 

4 + 0 + v; = 0, ~ = - 4 

s + v; - 3 = o, u2 = - 2 

3 - 2 + v1 = o, v; = - 1 

2 - 4 + u
1 

= o, u
1 

= 2 

Calculate the values of Cli , using the formula fo r unoccupied cells 

C =4+2-1=5 
II 

C =7+2 - 3=6 
13 

C "'3+2- 1 =4 14 

c22 = 7 - 2 - 4 = 1 

C24 =8-2-1=5 

C
31 

= 9 + 0 - 1 = 8 
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Since all the opponunity cost, C9 values are positive the solution is optimum. 

Total transportation cost = (2 x 25) + (3 x 200) + (5 x 250) + (4 x 150) + (3 x 50) + (I x 3C0) 

= 50 + 600 +1250 + 600 + 150 + 300 

= Rs 2,950/-

Exampk 12.5: Find the initial basic feasible solution for the transportation problem given i.n Table 
12.11. 

Table 12.11 : Transportation Problem 

To 
From Available 

A B C 

I 50 30 220 
II 90 45 170 
Ill 250 200 50 

Requirement 4 2 2 

Solution: The initial basic feasible solution using YAM is shown in Table 12.12. 

Table 12.12: lnltlal Basic Feasible Solution Using VAM 

To 

[ 

From 

Ill 

A B C Available 
.,.t(20) (20) 

0 

...i(45) (45) 

0 
3 ~ ~ 

1---r----.--,.-----r--50---,' .,.((150) (50) 

;io 
2 2 

Requirement ~ 0 ~ 0 __...--ro 0 

(40) (15) (120) 

(40) (15) 

Check for degeneracy, 

The n umber of allocations, N must be equal to m + n - l . 

i.e. 

smce 

N =m+n-l 

5 = 3+3-1 

4 ~ 5, therefore degeneracy exists. 

1 

3 
4 

To overcome degeneracy, the condition N = m + n - l is satisfied by allocating a very small quantity, 
close co zero i.n an occupied independent ceU. (i.e., it should not form a closed loop) or the cell having 
c:he lowest transportation cost. This quantity is denoted by e. 
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This quantity would not affect the total cost as well as the supply and demand values. Table 12.13 
shows the resolved degenerate cable. 

From 

Table 12.13: Resolved Degenerate Table 

To 
A B C Available 

50 30 220 

90 45 170 
3 

3 

Ill 
250 200 50 4 

£ 2 2 
Requirement 4 2 2 

Total transportat ion cost · = (50 X )) + (90 X 3) + (200 X 2) + (50 X 2) + (250 X t) 

= 50 + 270 + 400 + 100 + 250 e 

= 820 + 250 e = Rs. 820 .since e ➔ 0 

Example 12.6: Obtain an optimal solution for the transportation problem by MODI method given in 
Table 12.14. 

Source 

Solution: 

Table 12.14: Transportation Problem 

Destination 

o .. 

19 30 50 10 

70 30 40 60 

40 8 70 20 

Demand 5 8 7 14 

Supply 

7 

9 

18 

Step!: The initial basic feasible solucion is found using Vogel's Approximation Method as shown in 
Table 12.15. 
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Table-12.15: Initial Basic Feasible Solution Using VAM 

Destination 

o, D2 D3 D4 Supply 

' 10 .-:r-(9) (9) ( 40) ( 40 
S1 

0 

S2 
60 

ource 

2 
0 

S3 
)1f (12) (20) (50)-

;o 0 
8 

Demand ,1 0 ,8- 0 ;; 0 JA ,.4 ,2 0 

(21) (22) (10) (JO) 
(21) (10) (10) 

(10) (10) 
(10) (SO)t 

Total transportation cost = (19 x 5) + (10 x 2) + (40 x 7) + (60 x 2) + (8 x 8) + (20 x IO) 

95 + 20 + 280 + 120 + 64 + 200 

Rs. 779.00 

Step 2: To check for degeneracy, verify the number of allocations, N = m + n - 1. In chis problem, 
number of allocation is 6 which is equal m + n - 1. 

N=m+n-1 

6=3+4- 1 

6 = 6 therefore degeneracy does not exist. 

Step 3: Test for optimality usiqg MODI method. In Table 12.16 the values of U, and ~ are calculated 

by applying the formula cij + ul + ~ = 0 for occupied cells , and cij. "'" c,j + u, + ~ for 

unoccupied cells respectively. 

Table 12.16: Optimality Test Using MODI Method 

Destination 

D1 D2 D3 o. Supply 

St 7U1= 0 

5 2 -

60 
Source Si 9U2= -S0 

2 

S3 
20 I 

l8UJ= - 10 

l l 8 70 10 

Demaod 5 8 7 14 

~ = - 19 v
2 

= 1 V = 10 3 
V4 = - 10 
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Find the values of the dual variables U.and V. for occupied cells. 
I J 

Initially assume U
1 

= 0, 

C
1
. + V,+ ~ = 0, 

19 + 0 + V: = 0, 

10 + 0 + °½ = 0, 

Go + u2 - 10 = o, 
20 + u, - 10 = 0, 

s - 10 + v
2 

= o, 
40 - 50 + V, = 0, 

V = - 19 I 

~ = - IO 

u2 = - 50 

U = - IO 3 

V = 2 
2 

V = 10 
3 

Find the values of the opportunity cost, C9 for unoccupied cells, 

cij =C..+U.+V 
l) ' J 

c12 = 30 + 0 + 2 = 32 

c.3 = 50 + 0 + 10 = 60 

c2, = 70 - 50 - 19 = 1 

c22 = 30 - 50 + 2 = -18 

c3I = 40 - JO - 19 "' 11 

CH : 70 - 10 + 10 : 70 

ln Table r.he cell (2,2) has the most negative opportunity cost. This negative cost has to be 
converted to a positive cost without altering the supply and demand value. 

Step 4: Construct a closed loop. Introduce a quantity + q in the most negative cell (52, D2 ) and a put 
- q in cell (5

3
, D

2
) in order to balance the column Dr Now, take a right angle turn and locate 

an occupied cell in column D4• The occupied cell is (53, D4) and put a+ q in that cell. Now, put 
a - q in cdl (S

2
, D

4
) ro balance the column D

4
• Join all the cells to have a complete closed path. 

The closed path is shown in Figure 12.6, 

iiH·liiili 
Closed Path 

0 
0 

-0 

8 

.---------]---, 
-0 

2 

0 
0 
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Now, idenrify the - q values, which arc 2 and 8. Take the minimum value, 2 which is the allocating 
value. This value is then added to cells (S

2
, D2 ) and (S

3
, D,.) which have'+' signs and subtract from 

cells (S
2

, D
4

) and (S
3

, D
2

) which have '- ' signs. The process is shown in Figure 12.7 

8 -8 ~ - - --------, 
(S2, D2) (S2, D4) 
0+2=2 2-2=0 

-8 8 
'-----------' 

(S3, D4) (S3, D2) 
8-2 = 6 10+2 = 12 

&Miiiil 

Source S2 1 

Demand 

Table 12.17: Closed Path 

Destination 
D2 D3 

5 8 7 14 

The cable after reaUocation is shown in Table 12.18 

Source S2 

Demand 

Table 12.18: After Reallocatlon 

Destination 
Dz D3 

~ ~-.,,......---.----,--,-----,-- -.-..----,,----,-, 

12 

5 8 7 14 

9 

18 

Supply 

7 

9 

18 
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Now, again check for degeneracy. Here allocation number is 6. 

Verify whether number of allocations, 

N=m+n-J 

6 = 3+4 - 1 

6 = 6 

therefore degeneracy does not exits, 

Again find the values of V ;, ~ and Cij for the Table 12.19 shown earlier. 

For occupied ceUs, C,. + U. + V = 0 
I) I I 

19 + o + v
1 

= o, 
IO + 0 + V4 = 0, 

20 + V3 - 10 = 0, 

s - 10 + v
2 

= o, 
30 + V1 + 2 = 0, 

40 - 50 + V, = 0, 

For unoccupied cells, C;; = C .. + U.+ V 
;, lj ' 1 

V '" - 19 I 

~ = - 10 

U = - 10 3 

V = - 10 3 

C12 = 30 + 0 + 20 = 50 

C
13 

= so+ o..,. s = 42 

c21 = 70 - 32 - 19 .. 19 

CH = 60 - 32 - 10 = 18 

C
3 1 

= 40 - 1 0 - 19 = 11 

CH = 70 - IO - 8 = 52 

The values of the opportunity cost Cij are positive. Hence the optimaJjcy is reached. The final 

allocations are shown in Table 12.19. 
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Table 12.19: Final Allocation 

Destination 

Source S2 

6 12 

De[OllJ1d s 8 7 14 

v
1 

= - 19 v
1 

= 2 V
3 

= - 8 V
4 

= - 10 

Total transportation cost = (19 x 5) + (10 x 2) + (30 x 2) + (40 x 7) + (8 x 6) J (20 x 12) 

= 95 + 20 + 60 + 280 + 48 + 240 

= Rs. 743 

Example 12. 7: Solve the transportation · problem 

Destination 

1 2 3 Supply 

3 5 7 10 

Source 2 11 8 9 8 

3 13 3 9 5 

Demand 5 9 11 ~ I .5 

The problem is unbalanced if Sa; = S bi' chat is, when the cot.al supply is not equal to the total 
demand. Convert the unbalanced problem into a balanced one by adding a dummy row or dummy 
column as required and solve. 

Here the supply does not meet the demand and is short of 2 units. To convert it to a balanced 
transportation problem add a dummy row and assume the unit cost for the dummy cells as zero as 
shown in Table 12.20 and solve. 



I 
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Table 12.20: Dummy Row Added to TP 

Source 
2 

3 

4 

d Dei;nan 

3 

11 

13 

0 

5 

Destination 

2 

5 

8 

3 

0 

9 

3 Supply 

7 10 

9 8 

9 5 

0 2 

11 ~I 
MODI Method of Solving Transportation Problem 

The MODI (modified distribution) method allows us to compute improvement indices quickly for each 
unused square without drawing aJI of the closed paths. Because of this, it can often provide considerable 
rime savings over other methods fo r solving transportation problems. 

MODI provides a new means of find ing the unused route with the largest negative improvement 
index. Once the largest index is identified, we are required co trace only one closed path. This path 
helps determine the maximum _number of units that can be shipped via the besc unused route. 

How to Use the MODI Method 

ln applying the MODI method, we begin with an initial solution obtained by using the northwest 
corner rule or any other rule. Bue now we must compute a value for each row (call the values R

1
, R

2
, ~ 

if rhere are three rows) and for each column U<., K,_, '½) in the transportation cable. In general, we let 

R
1 
= value assigned to row i 

K = value assigned to column j 
I 

CiJ= cost in square ij (cost of shipping from source i to destination) j 

The MODI method then requires five steps: 

I . To compute the values for each row and column, set 

R + K = C. 
' J lj 

but only far those squares tbat are currently used or occupied, For example, if che square at the intersection 
of row 2 and column 1 is occupied, we set Rl+ Kl=- e ll ' 

2. After all equations have been written, set ~ 1 = 0. 

3. Sol.ve the system of equations for all R and K values. 

4 . Compute the improvement index fo r each unused square by the form1da improvement index U;) 
"' Cii R, ~ 

5. Select the largest negative i-ndex and proceed co solve the problem as you did using the stepping
stone method. 
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Solving the Arizona Plumbing Problem with MODI 

Let us try out these rules on the Ariwna Plumbing problem. The initial northwest corner solution is 
shown in Table 12.21. MODI will be used co compute an improvement index for each unused square. 
Note chat che only change in the transportation table is the border ·Jabeling the R,s (rows) and JSs 
(columns). 

We first sec up an equacion for each occupied square: 

1. R1+ K.= 5 

2. R2+ J<i= 8 

3. R2+ ~= 4 

4. R3+ Ki= 7 

5. R,+ I(,= 5 

Letting R1 = 0, we can easily solve, step by step, for K., R2, K2, R
3

, and JS· 
1. Rl+ I<i= 5 

0 + K.-.= 5 K.= 5 

2. R2+ J<i= 8 

~+ 5 = 8 R2"' 3 

3. R2+ ~= 4 

3 + K2= 4 K= I 2 

Ta_ble 12.21: Initial Solution to Arizona Plumbing Problem in the MODI Format 

IS K1 K2 ' K3 

Ri ALBUQUERQUE BOSTON ,CLEVELAND 
FACTORY 
CAPACITY 

5 4 3 
R1 DES MOINES 100 100 

8 4 
R1 EVANSVILLE 200 100 300 

9 1 5 
R3 FORT 

100 200 300 LAUDERDALE 

WAREHOUSE 
300 200 200 700 REQUIREMENTS 

4. R
3
+ K2= 7 

~+I= 7 R = 6 
3 



5. ~+ ~= 5 

6 + 1½= 5 
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You can observe that these R and K values will not always be positive; it is common for z.ero and 
negative values to occur as well. After solving fo r the Rs and Ks in a few practice problems, you may 
become so proficient that the calculations can be done in your head instead of by writing the equations 
out. 

The next step is to compute the improvement index fo r each unused cell. That formula is 

improvement index = /
1
• = C R. K 

. ~ 9 ' I 

We have: 

Des Moines-Boston index = I (or I ) =C - R - I< = 4 - 0 - 1 DB 12 12 I • 'z 

= +$3 

Des Moines-Cleveland index = I (or I ) =C - R - K = 3 - 0 - (-1) DC 13 13 l 3 

= +$4 

Evansville-Cleveland index = I EG ( or /~3) = C13 - R2 - ~ = 3 - 3 - (-1) 

= +$1 

Fort Lauderdale- Albuquerque index = IF.A (or 131) =C31 - R3 - ~ = 9 - 6 - 5 

= -$2 

Because one . of the indices is negative, the current solution is not optimaJ. Now it is necessary to 
trace only the one closed path, for Fort Lauderdale-Albuquerque, in order to proceed with the solution 
procedures. 

The steps we follow to develop an improved solution after the improvement indices have been 
computed are outlined briefly: 

1. Beginning at the square with the best improvement index (Fort Lauderdale-Albuquerque), trace a 
closed path back to the original square via squares that are currently being used. 

2. Beginning with a plus (+) sign at the unused square, place alternate minus () signs and plus signs 
on each corner square of the closed path just traced. 

3. Select the smallest quantity found in those squares containing minus signs. Add that number to all 
squares on the dosed path with plus signs; subtract the number from all squares assigned minus 
signs. 

4. Compute new improvement indices for this new solution using the MODI method. 
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Table 12.22: Second Solution to the Arizona Plumbing Problem 

A B C FACTORY 

$5 $4 I $'3 I 
D· 100 100 

$8 S4 $] 

100 200 300 

$9 ] S7 $5 
100 200 300 

WAREHOUSE 300 200 200 700 

Table 12.23: Third and Optimal SolutiQn to Arizona Plumbing Problem 

� 

A B C FACTORY 

D 100 
� � � 

100 

E 
l!_ 

200 
� 

100 
� 

300 

f 200 
� � 

100 JOO 

WAREHOUSE 300 200 200 700 

Following this procedure, rhe second and third solucions to the Arizona Plumbing Corporation 
problem can be found. See Tables 12.22 and 12.23. With each new MODI solution, we must recalculate 
the Rand K values. These values then are used to compute new improvement indices in order to 
determine whether further shipping cost reduction is possible. 

12.5 ASS'IGNMENT PROBLEMS

The basic objective of an assignment problem is to assign n number of resources to n number of 
activities so as to minimize the total cosr or to maximize the tocaJ profit of allocation in such a way that 
the measure of effectiveness is optimi:zed. The problem of assignment arises because available resources 
such as men, machines, ecc., have varying degree of efficiency for performing different activities such as 
job. Therefore cost, profit or time for performing the different activities is different. Hence the problem 
is, how should the assignments be made so as to optimize (maximize or minimize) the given objectivC'. 
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The assignment model can be applied in many decision-making processes like determining optimum 
processing time in machine operators and jobs. effectiveness of teachers and subjects, designing of good 
plant layout, etc. This technique is found suitable for routing travelling salesmen to minimize the roral 

travelling cost, or to maximize the sales. 

Hungarian Method for Solving Assignment Problem 

Step /: In a given problem, if the number of rows is not equal to the number of columns and vice versa, 
chen add a dummy row or a dummy column. The assignment costs for dummy cells are always 
assigned as zero. 

Step 2: Reduce the matrix by selecting the smalle.st element in each row and subtract wirh other 
elemencs in that row. 

Step 3: Reduce the new marrix column-wise using the same method as given in step 2. 

Step 4: Draw minimum number of lines to cover aII zeros. 

Step 5: If Number of lines drawn = order of matrix. then optimally is reached, so proceed to step 7. 1f 
optimally is not reached, then go to step 6. 

Step 6: Select che sm:ulest e1emenc of the whole matrix, which is NOT COVERED by lines. Subtract 
this smallest element with all other remaining elements that are NOT COVERED by lines and 
add the element at the intersection of lines. Leave the clements covered by single line as it is. 
Now go to seep 4. 

Step 7: Take any row or column which has a single zero and assign by squaring it. Strike off the remaining 
zeros, if any, in char row and column (X). Repeac the process until all che assignments have 
been made. 

Step 8: Write down the assignment results and find the minimum cost/rime. 

Note: While assigning, if there is no single zero exists in . the row or column, choose any one zero and 
assign it Strike off the remaining zeros in that colurn or row, and repeat the same for other assignments 
also. If there is no single zero allocacion, it means multiple number of solutions exist. But the cost will 
remain the same for different sers of allocations. 

Example 12.8: Solve the following assignment problem shown in Table 12.24 using Hungarian method. 
The matrix encries are processing rime of each ma.n in hours. 

Table 12.24: Assignment Problem 

Men 

1 2 3 4 5 

20 15 18 20 25 

II 18 20 12 14 15 

Job Ill 21 23 25 27 25 

IV 17 18 21 23 20 

V 18 18 16 19 20 
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Solution: The row-wise reductions are shown in Table 12.25 

Table 12.25: Row-wise Reduction Matrix 

Men 

1 2 3 4 5 

5 0 3 5 10 

Job II 6 8 0 2 3 

Ill 0 2 4 6 4 

IV 0 1 4 6 3 

V 2 2 0 3 4 

The column wise reductions are shown in Table 12.26. 

Table 12.26: Column-wise Reduction Matrix 

Men 

1 2 3 4 5 

I 5 0 3 3 7 

Job II 6 8 0 0 0 

Ill 0 2 4 4 1 

IV 0 1 4 4 0 

V 2 2 0 1 1 

Matrix ·with minimum number of lines drawn to cover all zeros is shown in Table 12.27. 

Table 12.27: Matrix will all Zeros Covered 

Job II 

Ill 

IV 

V 

1 2 

2 

Men 

3 4 

4 4 

5 

1 

The number of lines drawn is 5, which is equal to the order of matrix. Hence optimality is reached. 
The optimal assignments are shown in Table 12.28. 
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Table 12.28: Optimal Assignment 

Men 

1 2 3 4 5 

5 0 3 3 7 

Job II 6 8 ): 0 � 

Ill 0 2 4 4 1 

IV � 1 4 4 0 
V 2 2 0 1 1 

Therefore, the opcimal solution is: 

Job Men Time 

I I 2 15 

II 4 14 

Ill 1 21 

IV 5 20 
V 3 16 

Total time= 86 hours 

Check Your Progress 2 

true or false 

1. The basic objective: of an assignment problem is co assign n number of resources ro n number of
activities so as to minimize: the total cost or ro maximize: the total profit.

2. The assignment costs for dummy cells are always assigned as zero.

12.6 SUMMARY 
I I 

Thus we c.an say that LP is a method of planning whereby objective function is maximized or minimized 
while at the same time satisfying the various rescrictions placed on the porenrial solution. In technical 
words, linear programming is defmed as a methodology whereby a linear function in optimized (minimized 
or maximized) subject to a sc:r of linear consrrainrs in the form of equalities or inequalities. Thus LP is a 
planning technique of selecting the best possible (optima]) strategy among number of alternatives. 

Transportation problem is a particular class of linear programming, which is associated with day-co-day 
activities in our real life and mainly deals with logistics. It helps in solving problems on distribution and 
transportation of resources from one: place to another. 

AP brings into play the allocation of a number of jobs to a number of persons in order to minimize the 
completion time; Ahhough an AP can be formuJated as LPP, it solved by a special method known a 
Hungarian method. The Hungarian method of assignment provides us with an efficient means of 
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finding the optimal solution without having to make a direct comparison of every option. Further we 
will take into consideration the opportunity cost. This is a next best alternative cost.

12.7 KEYWORDS

• Linear Programming

• Consrraincs

• Optimality

• Hungarian Method

12.8 REVIEW QUESTIONS

l. Define Linear Programming.

2. What are the essentials of LP Model?

3. Why linear programming is used?

4. What is the transportation problem?

• Graphical Method

• Profit

• Transportation problem

5. Determine the feasible space for each of the following co: .. ·::.,ms:

(a) 2x
1 

- 2x
2 

� 5

(b) Sx
1 

+ 10x1 � 60

(c) x
1 

- x
2 

$ 0 

(d) 4x
1 

+ 3x
2 

2 15

6. A company manufactures cwo types of products, A and B. Each product use.s rwo processes, I and
II. The processing time pet unit of product A on process I is 6 hours and on the process II is 5
hours. The processing time per unir of product B on process I is 12 hours and on process II is 4
hours. The maximum number of hours available per week on process I and II are 75 and 55 hours
respectively. The profit pet unit of selling A and B are Rs.12 and Rs. 10 respectively.

(i) Formulate a linear programming model so that the profit is maximiud.

(ii) Solve the problem graphically and determine the optimum values of product A and B.

7. Solve the following LP graphically:

Maximize Z = 8x
1 

+ 1 Ox
2 

Subject tQ constraints,

2x
1 

+ 3x
2 

2 20

4x1 + 2x2 � 25

Where x
1
, x

2 
2 0

8. A company has plants at locations A. B and C with the daily capacity to produce chemicals ro a
maximum of 3000 kg, 1000 kg and 2000 kg respectively. The cost of production (per kg) are Rs.
800 Rs. 900 and Rs. 7.50 respectively. Customer's requirement of chemicals per day is as follows:
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Customer Chemical Required Price offered 

1 2000 200 
2 1000 215 

3 2500 225 

4 1000 200 

Transportation cost (in rupees) per kg from plane locations to customer's place is given in cable. 

Customer 

1 2 3 4 

A 5 7 10 12 

Plant B 7 3 4 2 
-

C 4 6 3 9 

Find the transportation schedule chat minimizes the total transportation cost. 

9. A transportation model has four supplies and five destinations. T he following table s~ows the cost 
of shipping one unit · from a particular supp ly co a particular destination . 

Source Destination Supply 

1 2 3 4 5 

1 13 6 9 6 10 13 

2 8 2 7 7 9 15 

3 2 12 5 8 7 13 

Demand 10 15 7 10 2 

T he following feasible transporration pattern is p roposed : 

x
11

_ = 10, x
11 

= 3, x12 = 9, x23 = 6, x33 = 9, x34 = 4, x44 = 9, x4, = 5. 

Test wbecher these allocations involve least transportation cost. If not, determine the op cima1 
solution . 

l O. Consider the fo llowing assjgnm.enc problem: 

Destination Unit cost (Rs.) Supply 

1 2 3 4 

Source 

1 30 61 45 50 1 

2 25 54 49 52 1 

3 27 60 45 54 1 

4 31 57 49 55 1 

Demand 1 1 1 1 

(a) Draw the network representa tion of che assignment problem. 

(b) Formulate a linear programming model for the assignment problem. 
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l l. A consumer durables manufacturing company has plans to increase its product line, namely,
washing machine, refrigerator, television and music system. The company is setting up new plants 
and considering four locations. The demand forecast per month for washing machine, refrigerator, 
television and music system are 1000, 750, 850 and 1200, respectively. The company decides to 

produce the forecasced demand. The fixed and variable cost per unit for each location and item is 

given in the following cable. The management has decided not to set-up more than one unit in
one location. 

Location Fixed cost (lakhs) Variable cost / unit 

WM RF 1V MS WM RF TV MS 

Chennai 30 35 18 16 4 3 6 2 

Coimbatore 25 40 16 12 3 2 4 4 

Madurai 35 32 15 10 4 2 7 6 

Salam 20 25 14 12 2 1 3 7 

Determine the location and product combinations so chat the total cost is minimized. 

Answers to Check Your Progress 

Check Your Progress 1 

1. True

2. True

3. False

4. True

5. False

Check Your Progress 2 

1. True

2. True
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